High-electron-temperature diagnostics of transient ionizing plasma using near-uv transitions
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We present spectroscopic measurements in which utilized are line-intensity ratios in the near-uv to measure electron energies of several hundred eVs, which usually necessitates the use of emission in the soft x-ray region. The main intensity ratio selected is of the B III transition 1s2p,s 2S1/2-1s2p p 2P3/2, 5 (2066 Å) and the B IV transition 1s2p,s 2S1/2-1s2p p 3P1, 3 (2822 Å). A detailed atomic-kinetics modeling is made to demonstrate the usefulness of this atomic system for studying transient, ionizing plasmas. Here, it is applied for the characterization of high-electron energies (~500 eV) generated due to the rapid penetration of a magnetic field pulse into a low-collisionality plasma. Limitations of the use of the method are discussed.
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I. INTRODUCTION

Spectral line emission resulting from impact of electrons with energies of tens or several hundred eVs typically fall in the extreme uv or the soft x-ray bands. Spectroscopic investigations in these spectral regions are quite difficult since they necessitate the use of vacuumed grazing-incidence spectrometers. Thus, and due to the simpler absolute calibration of the visible-uv systems, it is desirable to find longer wavelength transitions (λ > 2000 Å) that can be used for the diagnostics of hot plasmas (T_e > 100 eV). This has motivated several studies aimed at finding long-wavelength transitions in highly ionized atoms that can potentially be used to monitor the properties of hot plasmas. Examples of such efforts are the studies of the forbidden transitions within complex ground configurations of highly ionized multielectron atoms [1-5]. The use of such transitions is particularly useful for pulsed-power experiments that are characterized by unfavorable access for vacuum-uv optics, and that usually offer a limited number of photons for the diagnostics.

Measurements of the electron temperature [or in a general case, the electron energy distribution (EED)] in non-LTE transient plasmas that are typical to pulsed-power experiments are highly challenging. An efficient temperature measurement is obtained by measuring a temperature-sensitive intensity ratio of spectral lines emitted from a common ion. This type of diagnostic does not depend on assumptions on the ionization distribution, and is therefore, also suitable for transient plasmas (in which the ionization balance changes rapidly and deviates significantly from its steady state value). The main difficulty in finding such line pairs arises from the additional requirement that the lines should fall in a narrow spectral region, needed for obtaining an accurate measurement of the relative line intensities. Since the temperature sensitivity of the line ratio diminishes for electron energies that exceed the energy gap between the upper levels of the two transitions, for a reliable temperature measurement this energy gap needs to be similar to the electron temperature. Therefore, the measurement of electron temperatures of several hundred eVs is likely to require observations in short wavelengths. Indeed, temperature diagnostics in the visible uv, based on this method, are usually limited to measuring electron energies up to a few tens of eV.

In a series of previous publications [6-13] we have investigated the interaction of pulsed magnetic fields with nearly collisionless, multi-ion species plasma using various configurations of plasmas driven by current pulses. Spectroscopic methods combined with doping techniques [7,14] were employed for determining the evolution of the magnetic [6,7,10] and electric fields [13], electron density [9,10], and ion dynamics [12]. Detailed observations revealed an intriguing phenomenon in which the magnetic field only pushes the light ion-component of the plasma (protons), while, simultaneously, it rapidly penetrates into the heavier ion-component (carbon ions) [9]. This rapid magnetic field penetration is expected to be accompanied by large magnetic energy dissipation [15]. While the magnetic energy imparted to the ions was determined reliably [12], the evolution of the electron energy distribution remains a missing component in understanding the energy balance problem. Calculations performed for the specific parameters of these experiments predict that the electrons should acquire energies in excess of ~1 keV [10]. Allegedly, measuring such electron energies using the conventional line-ratio method, mentioned above, requires observations in the soft x-ray region.

Preliminary measurements [11] using absolute intensities of visible-uv spectral lines of C III-V have indicated that the EED deviates from a Maxwellian, so that a significant portion of the electrons have energies of several hundred eVs, while the rest of the electrons remain relatively cold (T_e ~ 10 eV). However, these results are subjected to large errors due to uncertainties in the C IV and C V abundances. Another problem concerning the carbon-emission measurements is the lack of spatial resolution along the line of sight (since carbon is one of the constituents of the plasma rather than a dopant in the plasma).

In an attempt to improve the measurements, line emission from a dopant He I beam, injected locally into the plasma...
II. ANALYSIS OF THE TEMPERATURE-SENSITIVE SYSTEM

The time-dependent collisional radiative calculations used for the atomic-kinetics analysis in the present work are described in Ref. [19]. The energy levels and radiative transition probabilities used are either taken from the NIST Atomic Spectra Database [20] or calculated using the atomic structure code by Cowan [21]. The collisional cross sections are obtained from the Coulomb-Born-exchange (CBE) code ATOM [22]. When possible, we have adopted the relevant data from the calculations and compilations appearing in Refs. [23–25]. Our model includes all the ionization stages of boron. For B III we have included the levels 1s2nl (n = 2–6, l = s,p,d,f,g,h) and for B IV 1snl (n = 1–4, l = s,p,d,f), as required for the present analysis. Higher levels were assumed to be hydrogenic.

Figure 1 presents a schematic description of the relevant level structure of B III and IV. As mentioned in Sec. I, due to the energy gap of over 200 eV between the B III level (1s22p 3P3/2) and the B IV level (1s2p 3P2), the line-intensity ratio I2066 Å/I2822 Å is sensitive to rather high electron energies. We note that radiative decays from other levels of the same multiplets, 2P1/2 in B III and 3P0,1 in B IV, give rise to nearby lines (2067 Å in B III, and 2825 and 2826 Å in B IV), but these are weaker. While the line at 2066 Å arises from a resonant transition that is predominantly populated by collisional excitation from the B III ground level, the mechanisms that govern the intensity of the B IV line (2822 Å) requires further examinations.

In analyzing the intensity of the 2822-Å transition it should be noted that due to the efficient collisional excitation between the transition lower level (that is metastable), 1s2s 3S1, and upper-level, 1s2p 3P2, the population scheme of these two “triplets” is effectively reduced to a single-level populating problem. However, the slow depletion of this system, mostly through the low rate for the radiative decay of the 1s2p 3P1 level (intercombination line) and collisional ionizations, results in a population accumulation in the triplet levels that hampers the diagnostics. Generally, since at each instance this level population reflects the history of the plasma conditions, employing the ratio I2066 Å/I2822 Å for transitions requires knowledge of the population initial conditions. Additionally, the very slow depletion rate makes it difficult to use this system for monitoring the cooling stage that may follow the electron heating. From a practical viewpoint, this situation limits the diagnostics to a transient ionizing plasma, in which initially, B IV abundance is small. The plasma conditions under which this picture is valid are discussed at the end of this section.
The main population channels responsible for the 2822-Å line emission are depicted in Fig. 1 by the solid arrows marked by the capital letters. As explained above, we limit our discussion to plasma conditions in which populating both the transition upper and lower levels contributes to the intensity of the 2822-Å line. The arrows marked by “A” and “B” represent population by inner-shell ionization from the B III ground and first excited levels, whereas arrows “C” and “D” represent collisional excitations from the B IV ground state. The calculated rate coefficients of each of the 4 channels as a function of $T_e$ are given in Fig. 2. For studying the relative importance of each mechanism, the rate coefficients should be multiplied by the relative populations of the initial level of each transition, yielding the population flux of each channel. For ionizing plasmas, we also have to consider the temporal evolution. Initially, when there is no B IV, only inner-shell ionizations from B III are important. It can be seen from Fig. 2 that even when the B IV ground level begins to be populated, if $T_e$ is higher than $\sim 300$ eV, inner-shell ionizations still dominate. For example, for $T_e=300$ eV, if the abundance of the B IV ground state becomes 30% of the B III ground population, the population flux due to inner-shell ionizations would still exceed collisional excitations from the B IV ground state by a factor of 15.

The relative importance of the two inner-shell ionization channels (A and B) is determined by the population of the B III first excited level relative to the B III ground level. The higher the electron density is, the larger is the contribution of the inner-shell ionization from the B III excited level (channel B). The two channels become comparable for $n_e=5 \times 10^{15}$ cm$^{-3}$ (the B III excited-level population is insensitive to $T_e$ for the relevant temperatures that allows for the B III ionization). The direct collisional excitation from the B IV ground state to the $1s2p^3P_2$ may begin to play a dominant role only for combinations of sufficiently high B IV abundance and $T_e$ below 300 eV. As expected, due to the fact that the transition from the B IV ground state to the $1s2s^2^3S_1$ (channel C) is doubly forbidden, its contribution to the 2822-Å line intensity can be neglected.

The time window in which this diagnostic tool can be applied is limited. Obviously, this diagnostic becomes inapplicable when B III is completely ionized. For sufficiently high electron energies (above 200 eV), B III ionization time is only weakly dependent on the electron energy. Thus, the time window in which the diagnostic is applicable is determined by the electron density. For example, in the experiment discussed in Sec. III, the typical electron density, $5 \times 10^{14}$ cm$^{-3}$, yields a time window of $\sim 700$ ns (although other factors, mainly related to the plasma dynamics, restrict the diagnostics to shorter times).

The discussion above leads to two important conclusions. (i) The dominance of channel A (inner-shell ionization from the B III ground state) in producing the 2822-Å line makes the accurate knowledge of the initial $n$(B III)/$n$(B IV) abundance ratio unimportant, as long as the B IV abundance is small. The weak dependence on the initial $n$(B III)/$n$(B IV) ratio is verified using collisional radiative calculations, which showed only small differences ($\sim 10\%$) in the line ratio $I_{2066\\AA}/I_{2822\AA}$ for different initial B IV relative abundance (in the $5$–$15\%$ range). This behavior is useful for the application described in Sec. III, where it is known that initially the B IV is a minority, while its accurate abundance could not be determined. (ii) Since in an ionizing plasma both the inner-shell ionization via the metastable (channel A) and the collisional excitation from the B IV ground state (channel D) are in fact a two-step process (ionization from B III followed by collisional excitations to $1s2p^3P_{0,1,2}$), their rates depend on $n_e^2$. Therefore, the large contributions of channels B and D to the 2822-Å line intensity, combined with the linear $n_e$ dependence of the 2066-Å line intensity, makes the ratio $I_{2066\AA}/I_{2822\AA}$ also $n_e$ sensitive, which is not desirable for temperature diagnostics.

Fortunately, the temporal evolution of the 2066-Å line intensity offers an independent means to simultaneously determine the electron density. Since this is a resonant line, its intensity closely follows the B III abundance, which is only weakly dependent on the temperature. Such a scenario may correspond to a case where a boron minority is introduced into the plasma, so that the B III ground state is completely ionized. For sufficiently high electron densities (above 200 eV), B III ionization time is only weakly dependent on the electron energy. The time window in which the diagnostic is applicable is determined by the electron density. For example, in the experiment discussed in Sec. III, the typical electron density, $5 \times 10^{14}$ cm$^{-3}$, yields a time window of $\sim 700$ ns (although other factors, mainly related to the plasma dynamics, restrict the diagnostics to shorter times).
dependent. In a steady state, the upper level population of the 2822-Å line $n_\text{P}$ is given by

$$n_\text{P} = \frac{n_e (n \gamma_5 Q_{1S} \gamma_5 + n \gamma_6 Q_{1S} \gamma_6 + n \gamma_6 S_{1S} \gamma_6)}{A_{\gamma p, \gamma S} + n_e (Q_{3P} \gamma_3 + S_{3P} \gamma_3)}, \tag{1}$$

where $3\text{P}$, $1\text{S}$, $3\text{S}$, and $1\text{P}$ represent, respectively, the B IV levels $1s^22p^3\text{P}_2$, $1s^22s\text{S}_0$, and $1s2s^2\text{S}_1$ and the B III level $1s^22p^3\text{P}_1$. The symbols $Q$, $S$, and $A$ are, respectively, the collisional-(de)excitation and -ionization rate coefficients, and the radiative decay rate. In Eq. (1), the numerator describes the processes that populate the upper level of the 2822-Å line, whereas the denominator describes the level depopulation through the radiative decay, collisional deexcitation to the metastable level, and collisional ionization into B V (the ionization term to B V includes also excitations from $1\text{P}$ to higher levels of B IV followed by ionization). Even though Eq. (1) describes a steady-state solution it provides an insight into the role of $n_e$. Assuming that initially, the populations of the three levels appearing in the numerator are all linearly dependent on $n_e$, the numerator is proportional to $n_e^2$. Therefore, the $n_e$ dependence of the $1\text{P}$ level population, and hence also that of the 2822-Å line intensity, are determined by the ratio between the two terms appearing in the denominator, namely, the $n_e$-dependent collisional depopulation rate and the $n_e$-independent depopulation rate due to the radiative decay. For low electron densities, where the collisional depopulation rate is negligible compared to the radiative decay rate, the 2822-Å-line intensity is proportional to $n_e^2$; while for high densities, where the collisional depopulation is more impor

![FIG. 3. (a) The intensity of the B III 2066-Å line as a function of time calculated for three electron densities $n_e = 3 \times 10^{13}$, $10^{14}$, and $2 \times 10^{14}$ cm$^{-3}$, for $T_e = 300$ eV. For $n_e = 10^{14}$ cm$^{-3}$ the intensity is also calculated for $T_e = 200$ and 400 eV. (b) The corresponding evolution of the abundance ratio $n(\text{B IV})/n(\text{B III})$.](image)

![FIG. 4. (a) The calculated line-intensity ratio $I_{2066 \mu m}/I_{2822 \mu m}$ as a function of time. The three curves correspond to three plasma models shown in (b): $T_e$ rises from 0 to 300 eV within 500 ns (solid), $T_e$ rises from 0 to 600 eV within 500 ns (dashed), and $T_e$ rises from 0 to 300 eV within 100 ns and then remains constant (dotted). All models assume $n_e = 10^{14}$ cm$^{-3}$ and neutral boron atoms at $t=0$.](image)
The calculations assume a constant $n_e=10^{14}$ cm$^{-3}$ and neutral boron atoms at $\tau=0$. At early times (close to the electron heating onset), when the 2822-Å line is very weak, as reflected by the high ratios, no reliable data can be obtained. Therefore, additional, more accurate information on the time of the heating onset is required for improving the simulation of the experimental ratio. This could be done, for example, using the relative intensities of lines arising from B III high-lying levels (e.g., the $3d-4f$ at 2077 Å or the $n=4\rightarrow n=5$ transitions around 4500 Å). As can be seen in Fig. 4, the differences between the different models are most pronounced at early times. Hence, the experimental challenge is to accurately measure the 2822-Å line intensity as early as possible.

It is interesting to note that for very low electron densities the diagnostics open the possibility to also monitor cooling conditions. For such densities, contrary to the situation discussed in the above (where the electron-transfer rate between the two triplet levels is assumed to be higher than all other populating or depopulating mechanisms of these levels), the collisional excitation rate from the metastable level $1s2p^3P_2$ is lower than the radiative decay rate of this level. For $n_e<10^7$ cm$^{-3}$ the population accumulation in the triplet levels ceases, and thus electron cooling can be studied.

For densities higher than the range addressed in the present work, the analysis is similar to that discussed above; however, it is rather more involved since more levels need to be taken into account. In particular, for $n_e>10^{17}$ cm$^{-3}$ the atomic model must include B V since the level $1s2p^3P_2$ is depleted faster through ionization into B V than through the radiative decay that produces the 2822-Å line.

Finally, in applying the method, since the 2066-Å B III line arises from a resonant transition, opacity effects should be considered. However, these are negligible in the experiment here addressed.

III. APPLICATION TO A PLASMA DRIVEN BY A CURRENT PULSE

The diagnostic method here suggested is applied to study the formation of the energetic electrons during the propagation of a pulsed magnetic field through a plasma. Experiments are performed using a pulsed current driven through a plasma bridge between two electrodes, in a configuration similar to that used for plasma opening switches (see, for example, Ref. [26]). The experimental setup is described in detail in previous papers [10,12]. In brief, it consists of two planar 14-cm wide electrodes separated by a 2.5-cm gap. An 8-cm long (in the propagation direction of the magnetic field) region is prefilled with plasma using a surface-flashover (flashboard) plasma source that is mounted outside the gap. The plasma is composed of protons and carbon ions and its initial parameters (prior to the current application) are $n_e\sim5\times10^{14}$ cm$^{-3}$ and $T_e\sim6$ eV [27]. A pulsed current rising to 150 kA in 400 ns that produces a magnetic field with a peak amplitude of 1 T is applied and propagates rapidly through the plasma in a form of a ~1-cm wide current channel [10]. For the visible-ultraviolet spectroscopic observations, the outputs of two 1-m spectrometers are attached to a gated (5 ns), intensified, charge-coupled device camera and to an array of photomultiplier tubes that provide 7 ns temporal resolution. The optical system is absolutely calibrated, allowing for the determination of the upper level population of the measured transitions. Plasma doping techniques are employed to obtain spatially resolved spectroscopic measurements. Two doping methods are used: a surface flashover method for producing dopants of solid material [12] and a gas-doping technique [14].

As described in Sec. I, time-dependent measurements of transitions of He / dopant yielded rather clear indications of a significant deviation of the EED from a Maxwellian. These measurements showed that (40 ± 10)% of the electrons acquire an energy in excess of 100 eV. We thus use the B III and B IV line emissions to determine the energy of these energetic electrons.

A beam of boron ions is injected into the middle of the prefilled plasma. The parameters of the surface flashover that produce the boron dopant are selected to yield a 2-cm-wide boron column, with similar B II and B III ionic densities of ~$1.5\times10^{13}$ cm$^{-3}$ (determined spectroscopically using the absolute intensities of the B II line at 3451 Å, the B III line at 2066 Å, and the known $n_e$ and $T_e$ of the prefilled plasma). Under these conditions the opacity effects of the 2066-Å transition of interest can be neglected. Comparison between spectra obtained in experiments with B dopants to those obtained without B injection allows for an unambiguous identification of the relatively low-intensity B IV 2822-Å line even under conditions in which its intensity is just above the noise level.

Studying spectroscopically the B IV initial abundance is difficult. In principle, due to the large difference between the energy threshold required to ionize B III (37 eV) and that required to populate the B IV first excited level (~200 eV), B IV can be present at the ground state at significant abundances, although undetectable. However, in our experiment the initial B IV abundance can at most reach a few percent (the B II and B III about equally constitute most of the boron plasma), as verified by the collisional radiative models of the boron ionization distribution, assuming the present $n_e$ of ~$5\times10^{14}$ cm$^{-3}$ and $T_e$ up to 10 eV. As explained in Sec. II, such initial conditions are most suitable for applying the present diagnostics for the rapid heating that ensues when the pulsed current is applied.

We note that in the collisional radiative models we have neglected ion-impact collisional excitations and ionizations (and inverse processes). This is justified by the relatively low ion energies [12], for which the estimated ion-impact collisional excitation and ionization rate coefficients for the relevant transitions are much smaller than the corresponding electron-impact rate coefficients. In addition, charge-exchange processes are also neglected, mainly due to the very low neutral density (a few percent relative to $n_e$) at the observed volume in the middle of the interelectrode gap. The situation might be somewhat different very close to the electrodes, where neutrals are more abundant due to electrode sputtering. Indeed, measurements very close (1 mm) to the electrodes have yielded moderate enhancement of some line emissions, which we attribute in part to charge-exchange processes with hydrogen. However, due to the short time
scales of the experiment and taking into account the measured ion velocities, post charge-exchange ions (or atoms) do not have sufficient time to flow from near the electrode into the volume here observed (10 mm from the electrode).

In Fig. 5 we present the measured time-dependent upper level population ratio $n_{2066}/n_{2822}$, together with the results of collisional-radiative calculations. The errors shown also represent the shot-to-shot irreproducibility. The high (noisy) ratio seen at early times is due to the low intensity of the B IV 2822-Å line. After about 120 ns, the propagating current-channel (and the magnetic field front it produces) arrives at the point of observation and the resultant electron heating causes the ratio to drop. This result is modeled using time-dependent collisional radiative calculations for a variety of EEDs consisting of two distinct electron populations: a relatively cold Maxwellian and a component of energetic electrons.

The time-dependent electron density required for these simulations is inferred from the intensity evolution of the B III 2066-Å line [10]. The temperature of the Maxwellian population, which affects the results only weakly, was assumed to rise from an initial temperature of 6 eV to 15 ± 5 eV, based on the C III- and He I-emission measurements to be presented in a subsequent report. The fraction and energy of the energetic electrons serve as free parameters for the calculations. In each time step of the calculations these two parameters are varied to produce a good fit to the experimental ratio. Since there are two free parameters we obtain a set of solutions, namely, each ratio value can be reproduced by different combinations of energy and fraction that span the set of solutions. We find that the solutions that provide a reasonably good agreement to the experiment yield a similar average electron energy, that rises from 6.5 ± 1 eV at ∼120 ns up to 200 ± 50 eV at ∼200 ns. An example of such two solutions is given in Fig. 5 by the dashed and dotted curves, which, respectively, represent a model that assumes an energetic electron fraction that rises to 61% with an energy of 300 eV, and a model that assumes a fraction that rises to 32% with an energy of 600 eV [see Fig. 5(b)]. We emphasize that the set of solutions we choose, represented in Fig. 5, is not unique; it is obtained assuming the energetic electron fraction and energy are smooth, monotonic functions of time.

At late times (>200 ns), our models, which assume the electron energy remains high [see Fig. 5(b)], give values close to the lower limit of the experimental error bars [e.g., at 270 ns in Fig. 5(a)]. This behavior suggests that contrary to our models, the electron energy somewhat drops at late times. However, as explained in Sec. II, due to the population accumulation of the B IV metastable level, it is difficult to diagnose a cooling stage. In addition, the different dynamics of B III and B IV under the influence of the magnetic field, due to their different charge-to-mass ratios [12], may remove some of the B IV from the line-of-sight faster than B III, leading to somewhat larger experimental line-ratios at late times.

The existence of a set of solutions with a common approximate average electron energy results from the independence of the 2066-Å line intensity on the details of the EED and the dominance of a single populating mechanism for the upper level of the 2822-Å line (mechanism B in Fig. 1), where the latter becomes monotonically more effective with increasing electron energy (in the relevant energy range). Thus, reducing the electron energy in the model can be compensated for by an increased energetic electron fraction, yielding similar line intensity ratios. However, since for $T_e > 350$ eV the increase of the rate coefficient for populating the 2822-Å-line upper level becomes more moderate, lower fractions are associated with somewhat higher mean electron energies. For example, assuming an energetic electron fraction of up to 60% requires an energy of 300 eV, yielding an average electron energy of 185 eV, while assuming a fraction of only 20% requires an energy of 1200 eV, yielding an average energy of 230 eV. A solution that assumes an energetic electron fraction of (40 ± 10)% at $t = 200$ ns, and that is consistent with the He I measurements, narrows down the possible energy of the energetic electrons to 500 ± 130 eV.

The uncertainty of 130 eV in the electron energy is a result of the combined uncertainties in the values of the energetic-electron fraction (inferred from the He measurements) and in the experimental ratio, and assuming the atomic data are known to within an accuracy of 10%. We also examined the sensitivity of the result to uncertainties in the electron density used for the simulations. Since the electron heating occurs on a time scale that is shorter than the B III ionization time (as is verified by collisional radiative models showing that the B IV abundance increases up to a maximum of 25%), then based on the discussion given in Sec. II, for this moderate ionization-balance shift, the ratio $I_{2066}/I_{2822}$ is rather weakly sensitive to uncertainties in $n_e$. Indeed, assuming a reasonable uncertainty of 20% in $n_e$, and keeping all the other parameters of the simulations constant, we obtain ratios that are different by less than 15%.

![Figure 5](http://example.com/fig5.png)

**FIG. 5.** (a) The time-dependent upper level population ratio $n_{2066}/n_{2822}$ Å. The solid, bold curve represents the experimental result (as determined from the measured line intensities), while the thin dashed and dotted curves represent two simulation results. (b) The parameters (the energetic electron fraction and energy) used for the simulations shown in (a). Time=0 represents the application of the current pulse.
This additional uncertainty brings the energy value of the energetic electrons to $500 \pm 160$ eV and the mean electron energy to $210 \pm 70$ eV.

IV. CONCLUSIONS

A method is developed for measuring electron energies of several hundred eVs in transient ionizing plasma using spectroscopic observations in the near-uv region, thereby avoiding the need to employ vacuum-uv or soft x-ray diagnostics. Unlike the conventional $T_e$-diagnostic method that is based on line intensity ratios in a single ionic charge state, we here employ an intensity ratio of spectral lines emitted from B III and B IV. The applicability of the technique is limited to transient ionizing plasmas, due to the use of consecutive ionization stages and the fact that the lower-level of the B IV transition is metastable.

In the present work the method is applied for a plasma with an electron energy distribution known to consist of a relatively cold Maxwellian component and a fraction of $\sim 40\%$ of energetic electrons with an energy higher than 100 eV. The line-intensity ratio ($I_{2066 \AA}/I_{2022 \AA}$) here employed allows for determining the energy of the energetic electrons to be $500 \pm 160$ eV. This technique could also be applied for sub-keV temperature measurements in tokamaks, where the typical densities of $\sim 10^{13}$–$10^{14}$ cm$^{-3}$ yield a diagnostic time window of $\sim 4$–$40$ $\mu$s, determined by the ionization time of B III.

One may suggest expanding this method, employing near-uv line emissions, to neighboring elements. However, for higher-$Z$ elements, measuring the corresponding transitions requires vacuum arrangements, while using ions of lower $Z$ elements (and therefore lower charge states) is limited to diagnostics of lower electron energies, where the conventional, simpler, single-ion method can be applied using visible-uv emission.
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