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Abstract. Plasma ionization composition and level population calculations require, in particular,
the cross sections of direct ionization from each quantum state into each state which may be
generated by means of removal of any electron. We analysed published data and propose here
an empirical formula for cross sections of direct electron-impact ionization of positive atomic
ions. The cross sections given by this formula are in satisfactory agreement with those calculated
in the distorted-wave (DW) approximation; therefore, we believe that for any direct state-to-
state ionization channel this formula provides a reasonably accurate prediction of the DW result.
Comparisons with published data and with the Lotz formula are reported as well.

1. Introduction

A calculation of the distribution of atoms over their ionization stages and quantum states
is one of the key steps in the modelling of astrophysical phenomena and laboratory plasma
experiments. For brevity, the local distribution of atoms over their ionization stages and
quantum states is called the plasma composition in the following. Except for plasmas close
to the local thermodynamic equilibrium (LTE), the calculated composition depends on the
collisional cross sections chosen.

In the present paper we discuss cross sections of direct (single-step) ionization of positive
atomic ions with charge greater than 1 by electron impact. Any collision of this type may be
shown by the scheme

Az,q + e− → Az+1,q ′ + 2e− (1)

where the subscript z = 2, 3, 4, . . . denotes an ionization stage of target-ion Az, the subscript
q denotes a state (energy level) to be ionized and the subscript q ′ denotes a state of product
ion Az+1 just after removal of the electron.

The cross sections of direct transitions (1) are of primary importance for so-called
collisional–radiative (CR) calculations which provide a composition history of non-LTE
plasmas. With a sufficient number of quantum states included in the CR model, an accurate
description of the composition history may be provided accounting for direct transitions only.
Indirect channels† have to be considered as long as the intermediate states are missing in the
CR model. Being included in the model, the intermediate state converts the indirect channel
into a sequence of direct transitions.

† Such as, for example, (a) collisional excitation of an inner-shell electron, followed by autoionization of this state,
or (b) collisional excitation, followed by collisional ionization of the excited state.
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For ions of any chemical element, the number of direct ionization transitions (1), provided
with published quantal cross section calculations, is small in comparison with the total number
of transitions required for CR calculations. Experimental measurements of ionization cross
sections add very little to the knowledge of state-to-state transitions because each experiment
yields a total cross section, which is a sum of contributions from all direct and indirect channels
leading from Az,q into all states of Az+1. The cross section of each direct transition (1) cannot
be inferred from such experimental data, except for transitions from ground states of simple
ions in the low-energy domain.

The shortage in the cross section data motivated a search for empirical formulae capable
of reasonably accurate prediction for any transition. An overview of the empirical formulae
available for electron-impact ionization is given in [1]. The most successful expression was
proposed 30 years ago by Lotz [2, 3] for total direct ionization cross sections σ inz

zq (ε), i.e. for
ionization into all possible final states q ′of Az+1,

σ inz
zq (ε) = 4.5 × 10−14

∑
k

ξzqk

ln(ε/Izqk)

ε Izqk

cm2. (2)

Here ε is the incident electron energy, the subscript k runs over all nl-subshells of Az,q , Izqk is
the minimal energy required for ionization from state q into state k (which may be an excited
state) and ξzqk is the number of equivalent electrons in the nl-subshell which has to lose
one electron for the transition (1). This relationship takes into account the Bethe asymptotic
dependence for behaviour of the ionization cross sections for high incident electron energy
(ln(ε)/ε) and used the following classical scaling rule:

σ inz
zq (ε)I 2

zqk = f (ε/Izqk).

For three decades the Lotz formula has been widely used for cross section estimates and
plasma modelling. In the present paper we report on our attempt to find a more accurate
empirical formula based on the more recent cross section data. We introduce two empirical
parameters depending on the orbital angular momentum l and determine recommended values
for these parameters. The dependence of the direct ionization cross section on orbital angular
momentum arises naturally in the basic theory of electron impact ionization (see, e.g., [4]).

2. Direct-ionization cross sections

We processed cross sections published in [5–29], selecting energy domains where the cross
sections may be reliably associated with direct ionization from a certain nl-subshell. Most of
the data were retrieved via the NIFS atomic database [30]. For the cross section of the direct
transition (1) our analysis resulted in the expression

σ inz
zqq ′(ε) = Cl

(
Ryd

Izqq ′

)2−δl

ξzqq ′bzqq ′
ln(ε/Izqq ′)

ε/Izqq ′
(3)

where Ryd = 13.6 eV is the Rydberg constant, bzqq ′ is the branching ratio [4, 31, 32], i.e. the
probability that the removal of an electron from a proper nl-subshell generates the q ′ state out
of a few possible ones (say, removal of a 1s electron from the 1s22s configuration may result in
1s2s 1S and 1s2s 3S terms with branching ratios 1

4 and 3
4 , respectively). Coefficients Cl and δl

are chosen from the best fit of expression (3) to direct ionization cross sections selected from
[5–29] as explained above.

Analysis of these cross sections showed that the accuracy of expression (3) increases if
coefficients Cl and δl are allowed to depend on the orbital quantum number l of the electron
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Table 1. Coefficients Cl and δl required for practical use of formula (3).

l Cl (cm2) δl

s 1.7794 × 10−16 0.0471
p 2.1597 × 10−16 0.0910
d 1.2131 × 10−16 0.3319

to be removed. For l = 0, 1, 2 the coefficients are given in table 1. For ionization from states
having l > 2, published cross section data are much less abundant; therefore, coefficients Cl

and δl for l > 2 are less reliable and are not included in the present paper.

3. Accuracy of prediction and the importance for plasma composition modelling

We mentioned that cross sections of direct state-to-state ionization (3) are required for plasma
modelling, such as calculation of ionization composition, level populations, kinetic and
transport coefficients, optical parameters, spectrograms, etc. On the other hand, for comparison
with published cross section data we have to introduce a total direct ionization cross section

σ inz
zq (ε) =

∑
q ′

σ inz
zqq ′(ε). (4)

In this expression the sum is taken over all states (energy levels) reachable by direct removal
of one electron from Az,q (1).

To estimate the accuracy of formula (3) we compared cross sections given by formulae (3)
and (4) with a few sequences of direct ionization cross sections, which were not used in the
determination of the coefficients Cl and δl . For the first series of such comparisons we have
chosen the distorted wave with exchange (DWE) and the configuration average distorted-wave
(CADW) cross sections available in the Oak Ridge database [33]. Rich sequences of DW
results are available for argon and iron, namely, total direct ionization cross sections of ions
Ar2+, Ar3+, Ar4+, Ar5+, Ar6+, Ar7+, Fe2+, Fe5+, Fe6+, Fe9+, Fe11+, Fe13+ from their ground
states†. For each of the 12 ions, we compared (4) with DW for five energy points, chosen over
all energy domains. The comparison showed that for 55 of the 60 points the difference is less
than 20%. The worst point shows 43%. On a basis of this comparison we believe that the
empirical formula (3) predicts DW results commonly to ±20%; although for, say, 10% of the
cross sections the inaccuracy of the prediction may be larger in some energy domains. Results
related to this comparison are presented in figure 1. In each plot, a label shows the target ion
and references to DW data [19, 22, 33, 34] are presented by the full curve with open squares; the
full curve shows a total direct ionization cross section calculated using equations (3) and (4).

Besides these comparisons with DW calculations, we estimated the accuracy of formula (4)
relative to the Lotz formula. Comparison of both these formulae with total direct ionization
cross sections selected from experimental and computational data [5–29] showed that on
average (over all transitions and various energy ranges) formulae (3) and (4) are more accurate
than formula (2). Namely, for ionization from s-subshells we found an 11% deviation versus
23%, ionization from p-subshells showed 23% versus 24%, and ionization from d-subshells
showed 30% versus 47%. We believe that higher, on average, accuracy is reached due to (a) the
use of two parameters, Cl and δl , instead of one, (b) accounting for the l dependence in these

† The CADW cross section available for Ar8+ is not included in this list because it is modified to account for
ionization from metastable levels as was necessary for comparison with certain experiments. The cross section for
Fe11+ is included in the list, despite being used for the determination of the coefficients Cl and δl .
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Figure 1. The total cross section corresponding to direct electron-impact ionization of Ar and Fe
ions. The broken curves are results for Lotz’ formula. The dotted curves are direct electron-impact
ionization cross sections from individual subshells using formula (3), DW data are presented as full
curves with open squares; the full curve shows the total direct ionization cross section calculated
using equations (3) and (4).

parameters, (c) higher, on average, accuracy of modern cross section data in comparison with
that available in the 1960s and (d) the increase in the total amount of published data [30, 33].

The difference between the Lotz formula and the cross sections given by equation (3)
becomes especially important for transient plasmas with rapidly varying parameters (e.g. fast
Z-pinch plasmas [35]). As an example, we carried out a time-dependent collisional–radiative
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Figure 1. Continued.

simulation of a fast heated aluminium plasma with the constant ion density ni = 1016 cm−3

and an electron temperature increasing linearly from 5 to 2500 eV within 125 ns. The electron
density in this simulation was determined by ionization of the Al ions. It was found that the
population of the term 2s2p2 2D in Al IX (the well known line with λ = 387.97 Å originates
from this term) differs by more than a factor of three depending on whether the Lotz formula
or equation (3) is used in CR modelling (see figure 2(a)). In contrast, the population of the
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Figure 2. The results of level population calculations for different formulae for ionization cross
sections for aluminium ions in a plasma with rapidly varying parameters. The broken curves are
results for the Lotz formula.

term 2s2p 1P in Al X (λ = 332.79 Å) is almost insensitive to the choice of ionization cross
sections. Thus, if the intensity ratio of this pair of spectral lines is used for determination of the
electron temperature, as is often done in plasma spectroscopy [36], rather different results will
be obtained for different choices of ionization cross sections (see figure 2(b)). This conclusion
may be valid for many other ratios of lines belonging to adjacent ions as well and therefore
such a dependence of line ratios on ionization cross sections has to be taken into account in
CR modelling.

4. Summary

Detailed CR calculations of ionization composition and level populations for non-LTE plasmas
require the cross sections of direct state-to-state ionization (1). To match this need, we proposed
here the empirical formula (3). Comparisons showed that cross sections given by this formula
are close to those obtained in the DW approximation. On the basis of this comparison we
believe that for ionization of any positive atomic ion with charge more than 1 from any state
formula (3) provides a reasonably accurate prediction of the DW result. The possibility of
such a prediction is especially helpful for ionization from excited states and for ionization into
excited states because for transitions of these types cross section data are practically missing.

Formulae (3) and (4) are applicable to any positive atomic ion (z � 2), while the Lotz
formula (2) is applicable to highly charged ions (z � 4) only [2, 3].

Formula (3) is designed as a convenient expression for the cross section of direct state-to-
state ionization (1). By definition, this formula ignores contributions from indirect channels;
therefore, formulae (3) and (4) underestimate total ionization cross sections of complex ions.
A reader, who is interested in the reasonably accurate prediction of such cross sections, has to
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use the formula by Burgess and Chidichimo [37], or to perform elaborate quantal calculations.
This comment relates to interpretation of experimentally determined cross sections as well.

Published cross section measurements are performed at low electron density ne to exclude
two-collision events. However, in plasmas of considerable electron density (say, at ne > 1019

e/cc) two-collisional removal of the outer-shell electron may have a higher probability than
electron-impact excitation of the inner-shell electron, followed by autoionization. (Here,
electron-impact excitation of the outer-shell electron, followed by removal of this electron
in the other electron impact.) Moreover, the relative probability of autoionization decreases
with ne because of collisional de-excitation of the autoionizing level. (On the other hand, at
sufficient electron density, collisional ionization of the autoionizing level also plays a role;
thus, the kinetics becomes rather complicated and its consistent consideration requires CR
calculations.) Thus, in a plasma the total ionization cross section may differ substantially
from that found in the low-density limit. Therefore, prior to any application (even prior to an
estimate of the ionization rate in a plasma of known composition) experimentally determined
total ionization cross sections have to be analysed critically in respect of density effects. This
remark does not relate to the use of experimental results in verifying quantal calculations
because both correspond to the low-density limit of the total cross sections.
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