Observation of faster-than-diffusion magnetic field penetration into a plasma
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Spatially and temporally resolved spectroscopic measurements of the magnetic field, electron density, and turbulent electric fields are used to study the interaction between a pulsed magnetic field and a plasma. In the configuration studied (known as a plasma opening switch) a 150 kA current of 400 ns-duration is conducted through a plasma that fills the region between two planar electrodes. The time-dependent magnetic field, determined from Zeeman splitting, is mapped in three dimensions, showing that the magnetic field propagation is faster than expected from diffusion based on the Spitzer resistivity. Moreover, the measured magnetic field profile and the amplitude of turbulent electric fields indicate that the fast penetration of the magnetic field cannot be explained by an anomalously high resistivity. On the other hand, the magnetic field is found to penetrate into the plasma at a velocity that is independent of the current-generator polarity, contradictory to the predictions of the Hall-field theory. A possible mechanism, independent of the current-generator polarity, based on the formation of small-scale density fluctuations that lead to field penetration via the Hall mechanism, is presented. It is suggested that these density fluctuations may result from the effect of the unmagnetized Rayleigh–Taylor instability on the proton plasma that undergoes a large acceleration under the influence of the magnetic field pressure. © 2003 American Institute of Physics. [DOI: 10.1063/1.1527630]

I. INTRODUCTION

Rapid magnetic field penetration into collisionless (or nearly collisionless) plasmas and anomalous plasma transport across magnetic fields is a topic that spans various areas of plasma physics and astrophysics. In laboratory plasmas it is demonstrated in magnetic fusion devices, theta pinches, ion diodes, plasma switches, and in plasma–beam transport across magnetic fields. In space and astrophysics, plasma transport across magnetic fields is studied in relation to the interaction of the solar wind with the earth’s magnetic field, the evolution of solar flares, the coronal heating, and in accretion discs.

Due to the low plasma collisionality, the magnetic field dynamics in such phenomena are not dominated by classical diffusion. For some configurations it has been suggested that the rapid field penetration into the plasma results from an instability-induced anomalous collisionality. For another configuration (a reversed-field theta pinch) an explanation based on magnetic tearing and reconnection has been suggested, while in yet another configuration rapid magnetic field penetration due to the Hall field has been demonstrated.

The evolution of a magnetic field in a plasma, derived from Faraday’s law, generalized Ohm’s law with the neglect of the electron inertia, and Ampère’s law with neglect of the displacement current can be expressed by

$$\frac{\partial B}{\partial t} = \nabla \times (\hat{v} \times B) - \nabla \times \left( \frac{\hat{j} \times B}{e n_e} \right) + \eta \nabla^2 B,$$

where the first term on the right hand side is the convection term, the second is the Hall term and the third is the diffusion term. Here, \(\hat{v}\) is the ion velocity, \(n_e\) is the electron density, \(e\) is the electron charge, \(\hat{j}\) is the current density, \(B\) is the magnetic field, \(\eta\) is the resistivity, and \(\mu_0\) is the permeability of free space.

If the Hall and diffusion terms are neglected (likely to occur in relatively dense and/or uniform plasmas and in low resistivity plasmas) the magnetic field is frozen into the ion fluid. In this case the dominant process is expected to be plasma pushing by the \(\hat{j} \times \hat{B}\) force. This can result in a snowplow (in the high-density limit) or specular reflection (in collisionless plasmas) of the plasma in two extreme cases. When the Hall field dominates, the field may penetrate fast as borne out by the treatment based on electron magnetohydrodynamic theory. The Hall term is expected to be dominant for scale lengths \(L = \langle d \ln(n)/dx \rangle^{-1}\) that are smaller than the ion inertial length, i.e., \(L < c/\omega_{pi}\), where \(\omega_{pi}\) is the ion plasma frequency and \(c\) is the speed of light. The characteristic magnetic field penetration velocity into the plasma is then given by

$$v_H = B/(2 \mu_0 e n_e L).$$
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demonstrated experimentally, such field penetration results in ion velocities that are lower than the magnetic field velocity and scale linearly as a function of the ion charge-to-mass ratio.

However, for higher electron densities the dominance of the Hall field diminishes and the effects of field penetration and the plasma pushing can be comparable. Moreover, the presence of multi-ion species in the plasma, as is often the case for laboratory plasmas, further complicates the interaction between the plasma and the magnetic field. For instance, we have recently shown in another experiment that species separation in which protons are reflected by the magnetic field and the carbon–ion plasma is penetrated by the magnetic field can occur. Hence, the fluid picture depicted in Eq. (1) should be expanded or reformulated to incorporate phenomena such as species separation that until now have only been addressed theoretically for the highly collisional case.

The present experiment is performed in a configuration referred to as a planar plasma opening switch (POS) in which a 150 kA-current is driven through a plasma prefilling the volume between two parallel electrodes. The experiment was designed for studying the magnetic field evolution and ion dynamics for conditions where the magnetic field penetration, expected from treatments based on the Hall effect, is comparable to the characteristic plasma pushing velocity. To this end, the present experiment is designed to have a higher electron density and a longer conduction time in comparison with previous experiments. Also, the planar geometry eliminates the effect of magnetic field curvature that dominated previous coaxial configurations, thereby decreasing the Hall term.

As has been previously described and will be discussed in more detail in a multi-ion-species plasma the light-ion plasma may be dominated by pushing while the heavier-ion plasma may be dominated by field penetration. Hence, for investigating the motion of ions of different charges and masses, a plasma consisting of carbon and hydrogen is used.

Detailed investigations of magnetic field–plasma interaction require spatially and temporally resolved measurements of the magnetic field, electron density and ion velocities. In previous studies of similar configurations the magnetic field was obtained from probes, which indicated fast magnetic field penetration into the plasma. Investigations of the plasma dynamics were made by observing the line-integrated electron density, using interferometry, which demonstrated a drop of this parameter during or after the field penetration.

In the past, magnetic field evolution was also obtained from Zeeman splitting of doped ions. For the present study we developed a plasma doping technique of gaseous elements in order to use line emission from neutral helium for Zeeman splitting. The use of neutral-atom line emission for these measurements avoids the effects of Doppler shifts and broadening found for ions as a result of ion acceleration by the magnetic field. This advantage over our previous work allowed us to improve the accuracy of the magnetic field measurements. Moreover, the use of plasma doping allows for measurements that are spatially resolved in three dimensions (3D), which is essential for unambiguous interpretation of the results. Our measurements allowed for generating a time-dependent 3D map of the magnetic field that can also be used for the understanding of the ion acceleration towards the electrodes. Previous planar geometry experiments suggested a peaking of the magnetic field at the electrode edges leading to pinching of the plasma. Here, the magnetic field distribution, measured as a function of the position along the electrode width, showed a uniform current distribution.

The electron density evolution is obtained from the time-dependent population of a low-lying III level (boron doping is described in Sec. II) that is insensitive to variations in the electron energy (the electron energy distribution is studied from high-lying levels of various species). Our measurements yielded the time-dependent magnetic field and electron density in the same plasma region, which demonstrated that the magnetic field penetrates the plasma before the electron density drops. The subsequent electron-density drop is explained by the expulsion of the protons and their co-moving electrons and pushing of the carbon plasma towards the electrodes.

The possibility of increased plasma collisionality due to the growth of current-driven instabilities such as the ion-acoustic and lower-hybrid drift instabilities has been previously discussed. Here, in order to estimate the anomalous plasma collisionality we measured the amplitude and obtained bounds on the frequency of the turbulent electric fields using Stark broadening of hydrogen and helium lines. For these instabilities the amplitude of the turbulent electric fields is found to result in a collisionality that is too small to explain the magnetic field penetration into the carbon plasma by diffusion. In addition, the axial profile of the magnetic field also appears to be inconsistent with magnetic field diffusion.

In order to examine whether in the higher-density, planar configuration the rapid magnetic field penetration into the plasma can be explained by treatments based on the Hall effect, experiments with a reversed-polarity current-generator were performed. These measurements demonstrated that the magnetic field evolution is independent of the current flow direction, in contrast to the theoretical predictions based on the initial electron density gradient across the anode-cathode gap and the Hall-field model. However, it is possible, in principle, that the magnetic field penetration results from the Hall effect near small-scale density fluctuations as previously suggested. We explore the possibility that such small-scale density fluctuations are indeed generated as a result of the Rayleigh–Taylor instability.

It is well known that in high-current high-voltage plasma systems the determination of the inductance of the device is rather difficult due to the lack of knowledge of the current distribution. Measurements of the magnetic field distribution allow for obtaining the true system inductance, as is demonstrated in the present study.

The energy dissipation associated with the magnetic field penetration has been investigated previously theoretically and experimentally with significant discrepancies remaining between theory and observations. If the dominant process
is magnetic field penetration and the ions remain immobile. Electron heating is expected to result in keV-energy electrons, which have not yet been seen experimentally. Recently, we observed magnetic field penetration that is accompanied by reflection of protons, which accounts for a significant fraction of the dissipated energy. In this work, the energy dissipation is predicted from the measured magnetic field profile by time-integrating the Poynting flux at the plasma boundary. It is shown that accounting for the rise-time of the magnetic field at the generator and knowledge of the magnetic field spatial distribution leads to a prediction of less energy dissipation, bringing the calculated energy dissipation closer to the observed values. In a future publication, we will present evidence that the mean electron energy is higher than previously reported, which helps to fully elucidate the various channels of the energy dissipation.

II. EXPERIMENTAL SETUP

The experimental setup consists of two planar, 14 cm-wide electrodes separated by a 2.5 cm gap. In the 8 cm-long plasma prefilled region, the electrodes consist of two 5 mm-wide edge strips and 8 0.1 cm-diameter wires with a high geometric transparency of 93%. The following coordinates are defined: $x = 0$ is the cathode surface, $y = 0$ is the center of the electrodes, and $z = 0$ is the generator-side edge of the wire-anode (see Fig. 1 for the orientation of the axes). Throughout this paper the term “axial” is used to denote the $z$ direction (towards the load), as analogous to the axial coordinate in coaxial plasma opening switches. At $z = 0$, the upstream inductance is $62 \pm 4$ nH and the downstream inductance that serves as an inductive load is $30$ nH.

Two surface-flashover (flashboard) plasma sources, driven by a single 2.8 µF capacitor, charged to 35 kV, are mounted 3 cm above the wire-anode and are operated 1.1 µs prior to the application of the generator current pulse. Each flashboard consists of eight chains with the current through each chain reaching a peak value of $6.5$ kA at $t = 1.2$ µs. Details of the flashboard-plasma parameters are given in Ref. 46 At $x = 1$ cm the plasma consists of protons ($n_p = 2 \pm 1 \times 10^{14}$ cm$^{-3}$) and carbon ions ($n_c = 1.1 \pm 0.4 \times 10^{14}$ cm$^{-3}$, with a mean charge $+2.7$). The electron density prior to the application of the current pulse was found to vary from $(3 \pm 0.5) \times 10^{14}$ cm$^{-3}$ near the cathode to $(7 \pm 1) \times 10^{14}$ cm$^{-3}$ near the anode and the initial electron temperature was determined to be $6.5 \pm 0.5$ eV.

In order to perform spatially resolved spectroscopic measurements we dope the plasma with various elements using two doping techniques. The gas doping arrangement, consisting of a fast gas valve, a nozzle, and a skimmer, is mounted below the cathode on a moveable stand that allows for 2D movement. The gas density could be varied from $10^{13}$ to $10^{15}$ cm$^{-3}$ and the full width half maximum (FWHM) of the gas beam perpendicular to its injection direction could be varied from 1 to 2 cm.

For doping solid materials we used an electrical discharge over an epoxy resin mixed with the selected element, placed 2 cm below the cathode. The discharge is driven by a
2 μF capacitor charged to 6 kV, yielding a dopant column about 2 cm wide. For the short time delays used in the present experiments, the electron density of the plasma formed by the surface-flashboard doping discharge was found to be less than $1 \times 10^{13}$ cm$^{-3}$ (determined spectroscopically), ensuring no significant effect on the prefilled plasma parameters.

Figure 1 shows a schematic description of the experiment including the plasma sources, the doping arrangements, and the uv-visible spectroscopic system that consists of a 1-meter spectrometer equipped with a 2400 grooves/mm grating. Observations are possible along the $x$ (through the flashboards), $y$, or the $z$ directions. A cylindrical lens images the light at the output of the spectrometer onto a rectangular fiber-bundle array allowing for observations with different spectral dispersions in the range of 0.07–1 Å/fiber, which also determines the spectral resolution of the system. The spectral dispersion and instrumental broadening were measured using lamps with spectral widths of $\approx 0.01$ Å to an accuracy of 3%. The optical-fiber array consists of 12 fiber columns that transmit the light into 12 photomultipliers (PMTs) yielding a 7 ns temporal resolution. The spatial resolution along the line of sight, determined by the doped-column width, was 1 to 2 cm, whereas the resolutions in the orthogonal directions were set to be 0.1 and 0.4–1 cm, along the $x$ and $z$ directions, respectively. The optical system was absolutely calibrated with an accuracy of $\pm 30\%$.

### III. EXPERIMENTAL RESULTS

#### A. Measurements and data analysis

In our measurements, we observed the intensities and spectral profiles of various emission lines from materials doped into the plasma and from the plasma constituents such as hydrogen and carbon. All the observed spectral lines are optically thin, allowing for reliable determination of the absolute upper level populations from the observed line intensities.

All the spectral lines except for those of hydrogen and some lines of neutral helium are dominated by Doppler broadening (Stark and Zeeman splitting are negligible).

The Stark-dominated $H_β$ and He I $4d(^1D)-2p(^1P^0)$ lines are used to study the amplitude of turbulent electric fields in the plasma. The spectral profiles of helium lines used to study the magnetic field are fitted using a number of Gaussians for each of the spectral-line components, where the width of each component is assumed to be due to instrumental and Doppler broadening. The effects of Stark broadening, as a result of electric fields in the plasma, are found to be negligible for the He I $3d(^1D)-2p(^1P^0)$ line, used for the Zeeman splitting measurements.

The measured line intensities are analyzed with the aid of time-dependent collisional-radiative (CR) calculations that determine the level populations as a function of time by solving a series of rate equations for the various atomic processes for given initial particle densities. In these calculations a time-dependent electron density $n_e(t)$ and an arbitrary electron energy distribution are used as input parameters, as described in detail in Ref. 45.

In some measurements the $x$ distribution of the emission intensity of a certain spectral line was studied in a single discharge by opening the spectrometer input slit width to 3 mm. In these measurements the time-dependent intensity of the $B$ III doublet (2065.8 and 2067.2 Å) was observed with a 4.5 mm-resolution across the entire A-K gap.

#### B. Electrical properties

The currents upstream and downstream of the plasma are monitored using two Rogowski coils that are calibrated to an accuracy of $\pm 7\%$. Typical traces are shown in Fig. 2. The period of current conduction by the plasma, which is the time from the initiation of the upstream current until the sharp rise in the downstream current begins, varies from 360 to 400 ns due to fluctuations in the initial plasma conditions. The time delay between the flashboard and the application of the generator current pulse was varied from 1.05 to 1.15 μs to obtain similar downstream current characteristics in all the experiments.

#### C. Magnetic field mapping from Zeeman splitting

The evolution of the magnetic field is determined from the Zeeman splitting of the He I 6678 Å line. The line of sight in these measurements was in the $y$ direction (the direction of the magnetic field), thus only yielding the $\sigma$ components of the line, split by $\pm 0.021$ Å/kG. The helium was doped at $y = 0$. The spatial resolutions were 0.1, 2, and 0.5 cm along the $x$, $y$, and $z$ directions, respectively, and the temporal resolution in these measurements was 16 ns.

Analysis of the line profiles requires knowledge of the line Doppler broadening. To this end, we used the He I 5015 Å line that is insensitive to Zeeman and Stark broadening. The width of this line, which is dominated by the instrumental and Doppler broadening, was found to remain constant throughout the pulse, indicating, as expected, that the Doppler broadening remains small.

The evolution of the line splitting in time near the generator-side edge of the plasma ($z = -1$ cm) is demonstrated in Figs. 3(a)–3(c). The profile at $t = 0$, before the application of the generator current, illustrates the initial line profile. Profiles (b) and (c) show the evolution of the line profile at the same position. The effect of the Zeeman split-
function of the following form:

\[ B(z,t) = B_G(t) \left( 1 - \frac{z-z_0}{v t} \right)^p, \]

where \( v \) is velocity of the magnetic field propagation, \( z_0 \) is the position of the vacuum-plasma boundary at the generator side (assumed to be time-independent). \( B_G(t) \) is the magnetic field at the generator-side edge of the plasma, approximated by a linear rise in time, \( B_G(t) = \mu_0 I_G(t) / a = B_0 t / \tau \), using \( \tau = 300 \) ns, \( B_0 = 10 \) kG [according to Fig. 3(d)], and \( a \) is the effective electrode dimension along the magnetic field. The value of \( a \) has been computed for our electrode geometry [assuming a uniform distribution of the current in ten wires, see Fig. 6(b)] and is found to be 25% larger than the physical width of the electrodes.

The parameter \( p \) describes the shape of the magnetic field profile so that when \( p \to 0 \) the axial profile of the magnetic field becomes rectangular while in the limit \( p \to 1 \) it decreases linearly with \( z \). Figure 4 shows that the experimental magnetic field can be fitted reasonably well using \( p = 0.25 \), \( z_0 = -2.2 \) cm, and a constant propagation velocity \( v = 3 \times 10^7 \) cm/s. Note that the magnetic field has a relatively sharp magnetic field front and a small gradient, resulting from the rise-in-time of the generator current.

In order to obtain a 2D map of the magnetic field, a series of measurements was carried out at \( x = 0.4, 1.0, \) and \( 2.2 \) cm, \( y = 0 \), and at \( z = -1.0, -0.3, 1.7, 3.7, 5.7, 7.7, \) and \( 9.7 \) cm. For each position, the magnetic field was averaged over a few discharges and a time-dependent map \( B(x,y) \) was constructed using a bilinear extrapolation method. Figure 5 shows the magnetic field maps at \( t = 120, 180, 240, \) and \( 300 \) ns. At \( t = 120 \) and \( 180 \) ns the front of the magnetic field \( B \equiv 4 \) kG is seen to propagate nearly in a 1D form. At later times, however, the magnetic field structure for \( B > 4 \) kG resembles a wedge shape (similar to the results of Ref. 27). In this figure too, as was shown in Fig. 4 at \( x = 1 \) cm, the width of the current-carrying region is seen to be 2 to 3 cm throughout the pulse, except near the anode at \( t > 240 \) ns, where it is even wider. At \( t = 300 \) ns a region with a low current density is formed at the generator-side edge of the plasma (near the cathode this region extends axially over most of the plasma). The reason for the lack of current flow at this position is probably related to the drop of the electron
density in that region, as will be demonstrated in Sec. III E.

To evaluate the asymmetry introduced to the problem by the electrode geometry and the current flow through the plasma, two types of measurements of the magnetic field along the width of the electrodes $B(y)$ were performed.

We first used a $B$ loop with no plasma prefilling in order to study the effect of the electrode geometry. Figure 6(a) shows that the magnetic field at the edge of the electrodes increases to 118% of its value in the center of the electrodes, dropping to half its peak value at 1 cm beyond the edge of the electrodes. Figure 6(a) also shows the predicted magnetic field $y$ distribution for a current that is peaked at the edge wires. In this model 82% of the current was uniformly distributed in 10 wires, equally spaced along 13.2 cm, and the remaining current was assumed to flow only in the edge wires. The good fit to the experimental data indicates that indeed, without plasma prefill, 18% of the total generator current passes through the two edge-strips of each of the electrodes. The disagreement at $y=\pm 5.5$ cm results from the somewhat larger wire spacing there that is not accounted for in the model. Note that the ripple in calculated $B_y$, caused by the relatively large electrode-wire separation, is found to be negligible in the middle of the A-K gap and $\pm 7\%$ at 0.5 cm from either electrode.

The magnetic field $y$ distribution was also studied from Zeeman splitting measurements at $z=1$ cm, $x=1.2$ cm, and $y=0$, $\pm 3.9$ cm, $\pm 6.2$, and $\pm 7.6$ cm. Figure 6(b) shows the magnetic field profile at $t=300$ ns together with a numerical calculation. The good fit of the calculated curve, obtained assuming a uniformly distributed current along the equidistant wires, indicates that the nonuniform current distribution shown in Fig. 6(a) becomes approximately uniform during the current conduction by the plasma. Presumably this results from a plasma extent in the $y$ direction that is smaller than the electrode $y$ dimension causing a reduction in the current in the edge electrode strips.

**D. The effects of the electrode geometry and polarity**

In order to estimate the effects of the electrode wire-geometry on the magnetic field evolution we performed a series of measurements in which the two electrodes, that normally consisted of 1 mm wires spaced 1.3 cm apart, were covered by a mesh. The mesh was made of 50 $\mu$m stainless steel wires spaced 0.05 cm apart resulting in a geometric transparency of approximately 80%. The electron density prior to the application of the current pulse was found to be somewhat lower with the mesh. We thus used a longer time delay ($\approx 200$ ns) between the plasma formation and the application of the current pulse in order to allow for a higher-density plasma to reach the A-K gap. In those experiments it was found that the magnetic field evolution is similar to that with the wire electrodes, indicating that the asymmetry imposed by the wire-electrodes is not responsible for the observed magnetic field evolution.

Measurements with a reversed current-generator polarity, in which the plasma parameters remained unchanged, were performed in order to investigate whether the magnetic field propagation depends on the current flow direction. Figure 7(a) shows the magnetic field evolution at $x=1$ cm in the middle of the plasma $y$ and $z$ dimensions for the two polarities, demonstrating within the experimental reproducibility, the absence of a polarity effect. Furthermore, Fig. 7(b) that shows the populations of the $B$ III $2\beta$ level, used in Sec. III E for determining the electron density, shows that the time-dependent electron density is also similar for the two polarities. We conclude from this that the magnetic field propagation is independent of the relative directions of the current flow and the electron density gradient in the plasma.
E. Time history of the electron density

The electron density distribution prior to the application of the current pulse was obtained from Stark broadening of hydrogen lines. The temporal evolution of the electron density is studied from the line intensity of a $B$ III line ($2p-2s$, 2066 Å), where $B$ III is injected to the observation region using the surface flashover doping technique. This line intensity is insensitive to the electron temperature within the range considered ($\approx 6\,\text{eV}$, as will be shown in a subsequent publication). Some of the measurements were performed with the “open slit” configuration (described in Sec. III A), allowing for time-dependent observations of the line intensity at 10 positions across the A-K gap in a single discharge, thus eliminating the effects of the experimental irreproducibilities. The spatial resolutions in these measurements are 0.45 and 0.25 cm in the $x$ and $z$ directions, respectively.

In Fig. 8 we present the temporal evolution of the $B$ III 2p population at two positions across the A–K gap in the middle of the plasma $y$ and $z$ dimensions. It is seen that at both positions the level populations start dropping at $t = 200\,\text{ns}$. For reference, the level populations with only the application of the plasma source are also given, demonstrating the continuous rise of the population in the absence of the generator current pulse.

We now infer the time-dependent electron density $n_e(t)$ from the history of the $B$ III level population using our CR modeling to find the $n_e(t)$ that provides the best fit for the level populations. The model accounts for the relatively small effects of the time variation of the electron temperature and ionization processes. The rise of $T_e$ is found to increase the 2p population by 25 ± 5%, depending on the nature of the electron energy distribution (see Ref. 37 for more details). For the initial boron charge-state distribution (determined previously to be 50 ± 20% $B$ II and 50 ± 20% $B$ III), the increase of the $B$ III density due to ionization processes is 20 ± 10%. We note that for the modeling above we also estimated the effect of the $B$ III flow during the current pulse on the observed $B$ III level populations.

To estimate the variation of the boron density as a result of flow of the $B$ III ions, we measured the velocities of $B$ III along the $x$ and $z$ directions from Doppler shifts. We make a distinction here between the initial rise of the $B$ III 2p population ($t<200\,\text{ns}$) when the $B$ III axial velocity is found to be $<3\times10^{6}\,\text{cm/s}$ and during the subsequent drop when the axial velocity rises to $8\times10^{6}\,\text{cm/s}$. Integrating these velocities with respect to time the $B$ III axial displacement is found to be $\approx 0.2\,\text{cm}$ during the rise of the light intensities and another 0.3 cm during the 50 ns drop. The axial displacement is negligible since the doped boron cloud is $\sim 2\,\text{cm}$ wide.

The $B$ III $x$-velocity, obtained from Doppler shifts in observations through a slot in the flashboard, is found to be $\sim 1.5$ times smaller than the axial velocity. Taking into account the initial distribution of $B$ III and its gradient along the $x$ direction, the $x$ direction $B$ III flow is estimated to lower the boron density between $t = 120$ and 270 ns at $x = 0.5$ by a factor of 2 while increasing the boron density at $x = 1.8\,\text{cm}$ by 70% within the same time interval.

The time-dependent populations and the inferred $n_e(t)$ are given in Fig. 8. It can be seen that near the cathode the electron density rises from $3\times10^{14}$ to $4.5\times10^{14}$, followed by a drop to $(1.1\pm0.4)\times10^{14}\,\text{cm}^{-3}$. Near the anode, however, the variations of the electron density are smaller, i.e., $n_e$ drops by a factor of two. The largest contribution to the error bar results from the uncertainty in the boron density change as a result of the boron flow.

Using data from different $x$ and $z$ positions in the A-K gap (at $y = 0$) we constructed a 2D map of $n_e$ at different times. In this map different $x$ positions are obtained in a
single discharge using the open slit method. Figure 9 shows four such 2D maps of the electron density for \( t = 120, 180, 240, \) and 300 ns. We note that the axially averaged electron density drops significantly at all \( x \)-positions. It should be emphasized that measurements beyond the plasma edge (\( z = 7 - 10 \text{ cm} \)) showed no significant rise in the electron density, verifying that the average electron density at \( z < 7 \text{ cm} \) does not drop due to plasma flow in the \( z \) direction beyond \( z = 7 \text{ cm} \). Note that the drop in the electron density is most pronounced near the cathode where the final electron density is around \( 1 \times 10^{14} \text{ cm}^{-3} \).

The results presented show that the electron density drops over the entire A-K gap by the time the current starts to flow to the load. Near the cathode the minimum electron density is \( \approx 1 \times 10^{14} \text{ cm}^{-3} \) while near the anode the drop is less pronounced and at \( t = 300 \text{ ns} \) a density of \( \approx 4 \times 10^{14} \text{ cm}^{-3} \) remains. The drop strongly suggests plasma flow through the highly transparent electrodes since no rise in the plasma density on the load-side edge of the plasma is seen. Note that the carbon velocity, \( \approx 10^7 \text{ cm/s} \), is expected to lead to an insignificant axial displacement, while due to the smaller A-K gap a similar velocity towards the electrodes can result in a significant density drop.

Based on the magnetic field gradients (see the 2D maps in Fig. 5), it appears plausible that the plasma motion is towards the two electrodes. These gradients suggest that plasma at \( x < 1 \text{ cm} \) is mainly accelerated towards the cathode while that at \( x > 1 \text{ cm} \) is pushed towards the anode.

### F. Electric fields

The presence of nonthermal electric fields that may give rise to anomalous collisionality is investigated using Stark broadening of hydrogen and helium lines. The width of \( H_\beta \) is found to rise and drop, similarly to the line intensity (the \( H_\beta \) reaches its peak width 20–30 ns after the peak light intensity). The \( H_\beta \) profiles at \( t = 0 \) and 220 ns, obtained at \( x = 1, z = 3.7 \text{ cm} \) and integrated along the \( y \) direction, are shown in Fig. 10.

The analysis of the hydrogen line widths is similar to the detailed description given in Ref. 47. The hydrogen Doppler width, required for the analysis of the \( H_\beta \) profile is obtained from the Doppler-dominated \( H_a \) profile, whose width remains constant throughout the pulse, indicating a nearly constant hydrogen temperature of \( 17 \pm 2 \text{ eV} \). The \( H_\beta \) can be affected by electric fields at different frequencies. The lack of \( H_a \) broadening implies that there are no high-frequency fields, allowing us to calculate the \( H_\beta \) Stark broadening under the influence of quasi-static fields. The \( H_\beta \) profile is calculated for different single-valued quasi-static electric fields (that represent the typical amplitude of nonthermal fields in the plasma) taking into account also the broadening of particle fields\(^{40}\) (based on the known electron density) and the known Doppler profile. Comparison between the measured and the calculated \( H_\beta \) line profiles shows that at \( t = 220 \text{ ns} \) (the time when the peak electric field amplitude is obtained) the typical amplitude of turbulent electric fields in the plasma is \( 10 \pm 2 \text{ kV/cm} \).

Similar measurements and analysis were performed using the He I \( 4d(1^1D) - 2p(1^1P^0) \) (4922 Å) and the He I \( 3p(1^1P^0) - 2s(1^1S) \) (5015 Å) lines. The 5015 Å line, which is insensitive to electric fields, broadens only slightly (from 0.2 to 0.25 Å FWHM), indicating that the influence of Doppler broadening remains small throughout the pulse. The 4922 Å line however, broadens from 0.5 Å at \( t = 0 \) to 1.05 ± 0.1 Å at \( t = 220 \text{ ns} \). Here too, the measured line profiles were compared to calculations\(^{40}\) based on a nonthermal quasi-static electric field, the electron density determined in Sec. III E, and the Doppler width obtain from the 5015 Å line. For this line the non-negligible Zeeman splitting was also taken into account to yield an electric field amplitude of 10 ± 2 kV/cm.

We thus conclude that the electric field amplitude obtained from both the hydrogen and the helium line broadenings is \( \sqrt{\langle E^2 \rangle} = 10 \pm 2 \text{ kV/cm} \).
the rise in the electron density is the ionization that occurs during the current pulse. Calculations based on the rise of the electron energy during the current pulse\cite{37} show that at $t = 200$ ns, ionization increases the electron density by only $10 \pm 5\%$, bringing the electron density to the lowest-value edge of the error bar of the measured electron density. The additional rise of the electron density must thus result from plasma pushing, leading to an increased density within the current channel, consistent with the reflection of protons\cite{28} and the predetermined proton density. On the other hand, the velocity of the heavier carbon ions, obtained from Doppler shifts,\cite{28} shows a peak velocity that is 3 to 4 times smaller than that of the magnetic field, making their contribution to the electron density rise negligible.

At $t > 200$ ns a substantial drop in the electron density (to a value 4 to 5 times smaller than that without the current pulse) is seen. Based on the analysis above, this drop is mainly caused by the expulsion of the proton plasma. The electron density that is expected to remain behind after the proton expulsion is $(3.5 \pm 1) \times 10^{14}$ cm$^{-3}$, which is more than two times higher than the measured electron density. We may thus conclude that pushing of the carbon plasma leads to an additional drop of the electron density to the observed density minimum of $(1.5 \pm 0.5) \times 10^{14}$ cm$^{-3}$. The carbon velocities show that the carbon ions are approximately motionless until $t = 200$ ns, then attaining higher velocities that allow for a flow of $\sim 1$ cm up to $t = 300$ ns, supporting the claim that the carbon–plasma motion is responsible for the density drop in the back of the current channel ($t > 240$ ns in Fig. 11). Since this carbon–ion motion is much smaller than the axial plasma extent, a pure axial motion cannot explain the density drop that is observed at all axial positions. The A–K gap in our geometry is, however, comparable to the carbon-ion displacement, leading to the conclusion that the density drop probably results from the carbon–plasma motion towards and through the electrodes. Moreover, the density remaining at $t > 300$ ns (about 1/2 of the initial carbon plasma density) can be attributed to carbon ions for which the motion is mainly axial, thus not contributing significantly to the density drop. We also note that the density of ions that are heavier\cite{43} than carbon is much smaller than the electron density prevailing after $t \approx 300$ ns, so that they contribute negligibly to this density.

IV. DISCUSSION

A. Correlation of the temporal variation of the magnetic field and electron density

In order to obtain a detailed understanding of the interaction between the magnetic field and the plasma detailed measurements of the ion dynamics are required. In a future publication\cite{28} we will present such results and analyze them in the context of the recently demonstrated\cite{22,28} simultaneous field penetration and plasma reflection, found to occur in multi-ion-species plasmas. Here, we wish to study the relation between magnetic field penetration and plasma flow based on the local magnetic field and electron density measurements. For this purpose, it is instructive to plot the observed magnetic field and electron density as a function of time for the same location, as given in Fig. 11 for the middle of the plasma. It is seen that while the magnetic field rises the electron density rises until the field reaches a value of $\sim 5$ kG, it then drops sharply as the magnetic field continues to rise to its peak value. This finding is seen for all positions with the density reaching its peak value at magnetic fields of 4–5.5 kG.

Let us analyze the various factors that may affect the electron density. First, the electron density may rise due to the continuous flow of the flashboard plasma. This effect is shown by the dashed line, which gives the rise in the electron density when no current pulse is applied. Another reason for the rise in the electron density is the ionization that occurs during the current pulse. Calculations based on the rise of the electron energy during the current pulse\cite{37} show that at $t = 200$ ns, ionization increases the electron density by only $10 \pm 5\%$, bringing the electron density to the lowest-value edge of the error bar of the measured electron density. The additional rise of the electron density must thus result from plasma pushing, leading to an increased density within the current channel, consistent with the reflection of protons\cite{28} and the predetermined proton density. On the other hand, the velocity of the heavier carbon ions, obtained from Doppler shifts,\cite{28} shows a peak velocity that is 3 to 4 times smaller than that of the magnetic field, making their contribution to the electron density rise negligible.

At $t > 200$ ns a substantial drop in the electron density (to a value 4 to 5 times smaller than that without the current pulse) is seen. Based on the analysis above, this drop is mainly caused by the expulsion of the proton plasma. The electron density that is expected to remain behind after the proton expulsion is $(3.5 \pm 1) \times 10^{14}$ cm$^{-3}$, which is more than two times higher than the measured electron density. We may thus conclude that pushing of the carbon plasma leads to an additional drop of the electron density to the observed density minimum of $(1.5 \pm 0.5) \times 10^{14}$ cm$^{-3}$. The carbon velocities show that the carbon ions are approximately motionless until $t = 200$ ns, then attaining higher velocities that allow for a flow of $\sim 1$ cm up to $t = 300$ ns, supporting the claim that the carbon–plasma motion is responsible for the density drop in the back of the current channel ($t > 240$ ns in Fig. 11). Since this carbon–ion motion is much smaller than the axial plasma extent, a pure axial motion cannot explain the density drop that is observed at all axial positions. The A–K gap in our geometry is, however, comparable to the carbon-ion displacement, leading to the conclusion that the density drop probably results from the carbon–plasma motion towards and through the electrodes. Moreover, the density remaining at $t > 300$ ns (about 1/2 of the initial carbon plasma density) can be attributed to carbon ions for which the motion is mainly axial, thus not contributing significantly to the density drop. We also note that the density of ions that are heavier\cite{43} than carbon is much smaller than the electron density prevailing after $t \approx 300$ ns, so that they contribute negligibly to this density.

B. Circuit inductance

The measured space- and time-dependent magnetic field allows us to calculate the change in the circuit inductance during the plasma current conduction. The relation between the evolution of the magnetic field and the change in the inductance between $t = 0$ and time $t$ is expressed as

$$\Delta L(t) = \frac{\mu_0}{a B_G(t)} \int_0^d dx \int_{z_0}^{z_f} dz B(z,x,t),$$

(3)

where $d$ is the A-K gap and we assume that the plasma boundary at the generator side does not move (justified by the low carbon velocities)\cite{28}.

In Sec. III C we showed that the magnetic field propagates in the $z$ direction at a nearly constant velocity. More-
over, in Fig. 4 we showed that the measured 1D magnetic field distribution $B(z,t)$ can be fitted by Eq. (2) with $p = 0.25$, $z_0 = -2.2$ cm, $v = 3.0 \times 10^7$ cm/s, $B_0 = 10$ kG, and $\tau = 300$ ns. Inserting the magnetic field from Eq. (2) into Eq. (3) yields

$$\Delta L(t) = \frac{\mu_0 d}{a} \int_{z_0}^{v + z_0} dz \left[ 1 - \left( \frac{z - z_0}{v t} \right)^p \right] = \frac{\mu_0 d v t}{a (p + 1)}, \quad (4)$$

which for our case yields a rate of inductance change of $dL/dt = 43$ mH/s.

The change in the circuit inductance, associated with the propagation of the current channel, can also be obtained, as is commonly done, from the comparison of $I_{\text{plasma}}$, the upstream current in our experiment to $I_{\text{metal}}$, the upstream current in experiments with a metal plate positioned at the generator-side edge of the plasma. Since the upstream voltage for the two experiments is the same, one may express the inductance change by: $\Delta L(t) = L_0 (I_{\text{metal}} - I_{\text{plasma}})/I_{\text{plasma}}$, where $L_0$ is the upstream inductance. This technique yields an inductance that increases approximately linearly in time reaching $12 \pm 1.5$ nH at $t = 300$ ns, which corresponds to a mean rate of inductance change of 40 mH/s. Hence, to within the uncertainties, the inductance change derived from the upstream current measurements agrees with the simple 1D model, based on the detailed magnetic field measurements at $x = 1$ cm.

C. Energy dissipation

The energy dissipation in the plasma due to the magnetic field penetration can be calculated from the measured magnetic field distribution. The amount of electromagnetic energy that flows into the entire plasma is found by integrating the Poynting flux at a plane normal to the electrodes at the generator-side edge of the plasma. The Poynting flux per unit width in the $y$ direction at the plasma boundary at a time $t$ is given by

$$P(z = z_0, t) = \frac{1}{\mu_0} V(z = z_0, t) B(z = z_0, t), \quad (5)$$

where the loop voltage is

$$V(z = z_0, t) = \frac{\partial}{\partial t} \int_0^d dx \int_{z_0}^{\infty} dz B(z, x, t). \quad (6)$$

The magnetic field is assumed to be uniform in the vacuum region between the two electrodes. Integrating the Poynting flux with respect to time yields the total energy that enters the plasma

$$U_{\text{in}}(z = z_0, t) = \int_0^t dt' P(z = z_0, t'). \quad (7)$$

The magnetic-field energy that is accumulated in the plasma is

$$U_B(z = z_0, t) = \int_0^d dx \int_{z_0}^{\infty} dz \frac{B^2(z, x, t)}{2 \mu_0}. \quad (8)$$

The fraction of energy that is dissipated is then given by

$$\frac{U_{\text{in}} - U_B}{U_{\text{in}}} = 1 - \frac{\int_0^t dt' \int_{z_0}^{\infty} dz \frac{B^2(z, x, t)}{2 \mu_0}}{\int_0^t dt' B(z = z_0, t) \frac{d}{dt} \int_{z_0}^{\infty} dz B(z, x, t)}. \quad (9)$$

Assuming that the plasma edge, located at $z = z_0$ is motionless and using Eq. (2) for the magnetic field distribution, the magnetic field energy per unit width is

$$U_B = \int_0^d dx \int_{z_0}^{\infty} dz \frac{B^2(z, x, t)}{2 \mu_0} = \frac{d v t}{2 \mu_0} \frac{\left( \frac{1}{\tau} \right)^2}{1 - \left( \frac{1}{\xi} \right)^2} \int_0^t dv \frac{1}{p + 1} \left( \frac{B_0 d v}{\mu_0} \right)^2 \frac{1}{p + 1}. \quad (10)$$

where the energy that enters the plasma per unit width is

$$U_{\text{in}} = \int_0^t dt' B(z = z_0, t') \frac{\partial}{\partial t'} \int_0^d dx \int_{z_0}^{\infty} dz B(z, x, t') = \int_0^t dt' \left( \frac{B_0 d v}{\mu_0} \right)^2 \frac{\left( \frac{1}{p + 1} \right)}{p + 1} = \frac{2}{3 \mu_0} \frac{B_0^2 d v}{p + 1}. \quad (11)$$

Hence, the fraction of dissipated energy is given by

$$\frac{U_{\text{in}} - U_B}{U_{\text{in}}} = 1 - \frac{3(p + 1)}{4(2p + 1)}. \quad (12)$$

Thus, in the limits described above, $p \rightarrow 0$ (rectangular pulse) and $p \rightarrow 1$ (a magnetic field linearly decreasing with $z$), the fractions of the dissipated magnetic field energy are $1/4$ and $1/2$, respectively. For the experimental value of $p = 0.25$ the dissipation fraction is 0.375. Moreover, by multiplying this fraction by the time-integrated Poynting flux gives the dissipation in Joule/m

$$U_{\text{D}} = \int_0^t dt' P(z = z_0, t') = \frac{1}{3} \left[ \frac{5p + 1}{(2p + 1)(p + 1)} \right] B_0^2 \frac{d v}{\mu_0 n_e}. \quad (13)$$

The dissipated energy partitioning between the electrons and ions in the plasma will be discussed in subsequent publications. Here, we only estimate the energy dissipation per electron (the electron density in the plasma is higher than the ion density), by dividing Eq. (13) by the number of electrons that initially reside in the volume penetrated by the magnetic field, i.e.,

$$U_{\text{D,N}} = \frac{U_D}{n_e d v t} = \frac{1}{3} \left[ \frac{5p + 1}{(2p + 1)(p + 1)} \right] B_0^2 \frac{1}{2 \mu_0 n_e}. \quad (14)$$

which yields, for our conditions, a dissipation $U_{\text{D,N}} \approx 0.4(B_0^2/2 \mu_0 n_e)$ that at $t = 300$ ns amounts to $\approx 2.0 \text{ keV}$ per electron. The dissipation in the case of a linear rise-in-time of the current is, therefore, significantly smaller than in the
case of a step function rise-in-time of the current, for which the dissipation is \( U_{D,N} = B^2/2 \mu_0 \rho_e \). Moreover, the exact value of the dissipation depends on the magnetic field profile, demonstrating again the importance of accurate knowledge of the magnetic field spatial distribution.

D. Mechanism of magnetic field penetration

Here we discuss the mechanism of magnetic field penetration into the plasma. It is natural to examine the possibility that the fast penetration of the magnetic field is a result of a high anomalous resistivity. That high resistivity would result in a high inductive electric field of the form

\[
\tilde{E} = \eta_m \tilde{j}.
\]

As is clearly seen in Fig. 4, the intensity of the magnetic field is decreasing axially in the direction of the load. Assuming that the inductive electric field that causes the magnetic field penetration is mostly perpendicular to the electrodes (along the \( x \) direction), it, too, should decrease axially towards the load. However, as can also be inferred from Fig. 4, the current density is rather increasing axially. Therefore, in order to obtain an electric field that decreases in the \( z \) direction, the anomalous resistivity should strongly decrease axially towards the load, being smallest at the magnetic field front, where the current density peaks. Since, however, the high current density is expected to be the source of the anomalous resistivity, it does not seem reasonable that the resistivity be smallest there. Thus, the profile of the magnetic field with a high current density at the front indicates that an anomalously high resistivity is not the source of the fast magnetic field penetration.

The indication that an anomalously high resistivity is not the source of the fast magnetic field penetration can be further supported by comparing the estimated anomalous collisionality to the collisionality required for diffusion on the observed magnetic-field propagation velocity. The required diffusion rate can be estimated using the plasma axial extent \( l \approx 10 \, \text{cm} \) and the magnetic field penetration time \( t \approx 380 \, \text{ns} \) to be \( D = l^2/t \approx 2.6 \times 10^8 \, \text{cm}^2/\text{s} \). The associated electron collision frequency is \( \nu_{ei} \approx 3 \times 10^{11} \, \text{s}^{-1} \), which is approximately \( 2 \omega_n \tilde{E} \) at the maximum magnetic field. Let us estimate the anomalous collisionality that results from some current-driven instabilities.

The instability that can result in the highest collision frequency, the ion-acoustic instability, has been investigated in different configurations. Let us estimate the anomalous plasma collision frequency using the measured nonthermal electric field amplitude (as described in Sec. III F). The effective collision frequency \( \nu_{iacc} \), resulting from the ion–acoustic instability, is approximately

\[
\nu_{iacc} \approx \frac{e_0 \langle E^2 \rangle}{2 n_e T_e},
\]

where \( E \) is the amplitude of the instability electric fields and \( e_0 \) is the permittivity of free space. Using the observed amplitude of the turbulent electric field, \( 10 \pm 2 \, \text{kV/cm} \), and taking a lower bound on \( T_e = 10 \, \text{eV} \), we obtain an upper bound \( \nu_{iacc} \approx 6 \times 10^8 \, \text{s}^{-1} \) for the ion–acoustic collisionality. Although this collisionality is a couple of times larger than the Spitzer collisionality \( \nu_{spitzer} \approx 10^7 \, \text{s}^{-1} \), the resulting diffusion coefficient is still fifty times smaller than required for explaining the magnetic field propagation in terms of diffusion.

While the Buneman instability is not expected to grow since the electron drift velocity is not higher than the electron thermal velocity, the lower-hybrid drift instability may become unstable in our configuration. Following the nonlinear mode coupling analysis of Drake et al., the anomalous collision frequency can be expressed as

\[
\nu_{iacc} \approx 2.4 \left( V_{a,i}/v_i \right)^2 \omega_{ih},
\]

where \( \omega_{ih} \) is the lower hybrid frequency, \( v_i \) is the ion thermal velocity, \( V_{a,i} = v_i (r_{Li}/2L) \) is the ion diamagnetic drift velocity, and \( r_{Li} \) is the ion Larmor radius. For our experimental parameters \( (V_{a,i}/v_i) \approx 1/3 \), resulting in an anomalous collision frequency \( \nu_{iacc} \approx 5 \times 10^8 \, \text{s}^{-1} \) that is ten times smaller than the collisionality estimated above to result from the ion acoustic instability.

Therefore, both the axial profile of the magnetic field and the above estimates of the anomalous resistivity suggest that an enhanced electric field of the form given by Eq. (18) is not expected to cause the penetration. However, an axial electric field that is stronger inside the current channel, as is the case for the Hall electric field, could explain the fast magnetic field propagation. A Hall electric field that varies along the \( x \) direction due to plasma nonuniformities together with a small but finite resistivity has been shown to cause a fast penetration of the magnetic field. However, a quantitative estimate of the magnetic field penetration due to the Hall field, for the measured initial electron-density gradient in the \( x \) direction in this experiment, yields a velocity of \( 2 \times 10^7 \, \text{cm/s} \), significantly lower than the measured velocity of the magnetic field propagation. Furthermore, as described in Sec. III D, the penetration appears to be independent of the relative directions of the current and the density gradient, which contradicts the expected evolution due to Hall-field mechanism. The measured current-channel width is also inconsistent with an evolution that is dominated by the Hall-field mechanism in an initially nonuniform plasma that should result in a current channel width of \( (c/\omega_{pe})^2 v_e / V \). For our experimental parameters and the above-calculated collisionality of the ion acoustic instability the current-channel width should be only 0.18 cm, approximately ten times less than the measured width. It seems therefore that the magnetic field penetration into the plasma is not caused by the Hall mechanism due to the initial density gradient across the A-K gap.

We explore here the possibility that an inductive Hall electric field that results from small-scale (smaller than our spatial resolution of a few mm) density fluctuations generated by instabilities causes the fast penetration. If indeed turbulence that leads to the formation of density fluctuations exists in the plasma, it could enhance the rate at which the Hall mechanism allows penetration, by reducing the space scale \( L \) in the expression of the Hall velocity. Moreover, such a mechanism should be independent of the current flow direction, consistent with the findings described in Sec. III D. Since the Hall mechanism can lead to field penetration only in regions where the density decreases along the current flow,
we should expect elongated finger-like structures to form. Rapid diffusion, due to the small scale of the gradients, is expected to lead to field penetration into the entire plasma volume. The observed magnetic field penetration and the broad current-channel width could then be attributed to spatial integration over the finger-like structure. Magnetic field penetration due to the Hall field in the presence of small-scale density nonuniformities has been suggested in the past.\textsuperscript{19,40,41} It could be related to magnetic field reconnection that is enhanced by the Hall fields as has been recently suggested.\textsuperscript{52,53} It may also be related to complex magnetic field structures that have been observed in a $\theta$-pinch\textsuperscript{13} using magnetic probes, and were associated with a tearing instability.

We suggest that the unmagnetized Rayleigh–Taylor instability\textsuperscript{42,54} (or large Larmor radius Rayleigh–Taylor instability)\textsuperscript{7} that can occur in sub-Alfvénic plasma expansions\textsuperscript{55,56} could be responsible for the above mentioned density fluctuations. This instability is driven by an acceleration of an inhomogeneous plasma ($\nabla n_e \neq 0$). The effective acceleration (in analogy to the gravitational acceleration) is given by $g = -d v_i / d t$, so that the instability can occur when $g \cdot \nabla n_e < 0$. This situation occurs at the plasma boundary where $d n_e / d z > 0$ and the effective gravity, associated with the proton acceleration is negative. Although this instability has the same driving mechanism as the conventional Rayleigh–Taylor instability ($g \cdot \nabla n_e < 0$), it has very different linear and nonlinear behaviors. The linear growth rate of the instability is $\gamma = k_i \sqrt{g L}$, where $k_i$ is the wave number perpendicular to the density gradient and $L$ is the scale length of the density gradient at the plasma boundary. The expression for the linear growth rate applies for $g / L > \omega_{ci}^2 / 4$, where $\omega_{ci}$ is the ion cyclotron frequency, i.e., the ions are unmagnetized. The instability is compressible $\nabla \cdot v_i \neq 0$ and has $\nabla \times v_i = 0$, which is opposite the conventional Rayleigh–Taylor instability. Thus, as has been shown,\textsuperscript{57} rather than corrugating the surface of the magnetic field-plasma interface, the instability lead ion lumping.

We can estimate the parameters $g$, $L$, $\omega_{ci}$, and $\gamma$ for our experiment as follows. Based on the magnetic field profile (see Fig. 4) we estimate\textsuperscript{28} it takes at most $\Delta t \sim 60$ ns for the protons to accelerate to a velocity that is twice the magnetic field velocity; $v_p \sim 6 \times 10^7$ cm/s. This yields a lower bound for the effective acceleration $g \sim 10^{15}$ cm/s$^2$. We take $B \sim 5$ kG, the value of the magnetic field when the electron density starts to drop (see Fig. 11) so that $\omega_{pi} \sim 5 \times 10^7$ s$^{-1}$ for protons and estimate $L \sim 1$ cm. For these numbers one finds that $g / L \sim 10^{15}$ and $\omega_{ci}^2 / 4 \sim 6 \times 10^{14}$ so that the turn-on condition of the unmagnetized Rayleigh–Taylor instability is satisfied (in fact, the mean proton cyclotron frequency is smaller since it is estimated that the proton reflection occurs at $B \sim 5$ kG, reducing the mean $\omega_{ci}$).

The spatial scale of such possibly-formed fluctuations is not known, however, being not observable by our present measurements spatial resolution, their scale must be less than a few mm. Assuming that the fluctuation scale length should be at least several times the electron skin depth (which is $\sim 0.3$ mm in our plasma), we choose a reasonable wavelength $\lambda \approx 0.1$ cm. For this wavelength and a modulation of, say $\sim 15\%$ of the proton density, the Hall velocity is consistent with the measured magnetic field velocity. To estimate the growth rate we use $k_i = 2 \pi / \lambda \sim 62$ cm$^{-1}$ and find that $\gamma \sim 6.2 \times 10^8$ s$^{-1}$, so that the e-folding time is $\tau \sim 1$ ns, which is sufficiently rapid to allow the instability to grow before the magnetic field propagates a significant distance.

Hence, if this instability grows in our experiment, and if $\lambda \approx 0.1$ cm and the density variations in the formed finger-like structures is on the order of $\sim 0.3 \times 10^{14}$ cm$^{-3}$, the magnetic field is expected to penetrate at a Hall velocity that for $B = 5$ kG is $3 \times 10^7$ cm/s, consistent with the observed velocity.

Note that because of the dependence of the Hall penetration on the direction of the density gradients in the plasma, the Hall effect may not lead to field penetration into the entire structures here discussed. Thus, while the spatially fluctuating density gradients are expected to cause field penetration into parts of the density structures through the Hall mechanism, other parts may still remain unpenetrated by the field. However, for spatial scales of $\sim 1$ mm, even Spitzer resistivity is estimated to be sufficiently high to lead to the completion of the field penetration into the entire plasma.

We have, in fact, indirect indications to the presence of small-scale magnetic field nonuniformities. As will be described in a future publication, polarization-dependent measurements of the magnetic field along different directions indicate the presence of magnetic field components other than $B_x$, indicating current flow also in the $y$ direction. The amplitude of these magnetic field components is sufficiently small to assure that the correction to the total magnetic field is smaller than the indicated errors of the magnetic field. We note that if small-scale finger-like structures form, the presented magnetic-field amplitude describes the spatially averaged magnetic field.

Furthermore, the broad axial-velocity distributions of the ions observed in the entire plasma\textsuperscript{20} imply that in regions of comparable size to the observation spatial resolution ($\sim 5$ mm), different ions are accelerated in different directions, presumably as a result of structure in the accelerating magnetic field. As described in Sec. III E the density that remains at $x < 1.5$ cm and $z < 5$ cm at $t = 300$ ns is much higher than expected from the known heavy-ion densities, suggesting that not all carbon ions are significantly pushed by the magnetic field piston. In our experimental configuration, the main push of the plasma that leads to the observed density drop is due to acceleration towards the electrodes since the plasma $x$ dimension is much smaller than the plasma length (in the $z$ direction). The assumption of finger-like magnetic field structures may explain this finding since such structures are expected to lead to ion acceleration also axially, preventing part of the ions from moving out across the A-K gap. The continued presence of plasma behind the magnetic piston may explain the low switch impedance during its opening, observed in numerous\textsuperscript{58,59} long-conduction POs.
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V. SUMMARY

Time and space resolved measurements of the magnetic field from Zeeman splitting, the electron density from line intensities, and the amplitude of turbulent electric fields from Stark broadening are presented. The magnetic field is found to rapidly penetrate into the plasma. The measured magnetic field is used to estimate the expected dissipation in the plasma and the change in the circuit inductance, associated with the propagating magnetic field.

The magnetic field profile indicates that the field penetration is not due to diffusion processes. Moreover, based on the measured turbulent electric fields it appears that the ion- acoustic and lower-hybrid drift instabilities do not provide a sufficiently high resistivity to cause fast enough field diffusion. On the other hand, the observed insensitivity of the field penetration on the current flow direction contradicts an explanation based on the Hall-field mechanism and on the initial average electron density gradient across the A-K gap. We thus propose an alternative explanation for the magnetic field penetration into the plasma, based on the formation of small-scale spatial density fluctuations. These fluctuations provide relatively large density gradients that enhance the penetration due to the Hall field. Furthermore, due to the fluctuating gradient directions, the penetration becomes insensitive to the polarity of the current generator. The unmagnetized Rayleigh–Taylor instability, associated with the acceleration of the protons by the magnetic field, is suggested as a possible source for the small-scale density fluctuations; however, the possibility that such density fluctuations are produced by other instabilities should also be investigated.

The results of the present investigations demonstrate the need for detailed measurements of the properties of the plasma and the electromagnetic fields in order to elucidate the complicated phenomena that dominate the conduction of rapidly rising currents in plasmas. It appears that future measurements require high spatial resolution in order to develop models for possible onset of magnetohydrodynamic turbulence and its implications on the magnetic field evolution. We believe that this work should encourage the development of theoretical models to address the detailed behavior of multispecies plasmas that exhibit simultaneous pushing and magnetic field penetration.
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