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We present spectroscopic measurements of the electron density evolution during the propagation of

a magnetic-field front (peak magnitude �8 kG) through low-resistivity, multi-ion species plasma. In

the configuration studied, a pulsed current, generating the magnetic field, is driven through a plasma

that pre-fills the volume between two electrodes. 3D spatial resolution is achieved by local injection

of dopants via an optimized laser blow-off technique. The electron density evolution is inferred

from the intensity evolution of Mg II and B II-III dopant line-emission. The Doppler-shifted

line-emission of the light boron, accelerated by the magnetic field is also used to determine the elec-

tric-potential-hill associated with the propagating magnetic field. Utilizing the same spectral line for

the determination of both the density and the electric potential allowed for exploring the precise cor-

relation between these two key parameters. For these measurements, achieving a high spatial resolu-

tion (a small fraction of the magnetic-field front) was necessary. The density evolution is found to

be consistent with a scenario in which ions with relatively high charge-to-mass ratios are reflected

by different potential heights, namely, reflected off the magnetic-field front at different field magni-

tudes, whereas the plasma of ions with low charge-to-mass ratios is penetrated by the magnetic field.

Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4972536]

I. INTRODUCTION

A magnetic field interacting with plasma transfers

momentum and energy to the plasma, resulting in heating and

pushing of the plasma. The interaction is manifested by two

competing processes, pushing of the plasma by magnetic

pressure, and penetration of the magnetic field into the

plasma. Pushing of the plasma is dominant when the penetra-

tion is slow due to a low plasma resistivity. A high-density

current is induced between the plasma and the magnetic-field

front, and the plasma is pushed by the J� B force to the

hydromagnetic velocity, which is larger than the velocity of

the magnetic field front. The hydrodynamic velocity varies

between twice the magnetic front propagation velocity (spec-

ular reflection1) and about the magnetic field velocity (snow-

plow2). Fast magnetic field penetration occurs at the high

resistivity limit, the current layer then broadens and the

field penetrates into the plasma by diffusion. Magnetic

field that penetrates rapidly also into a low-resistivity

plasma has been observed, both in laboratory plasmas3–8

and in space.9–12 Theories explaining the magnetic field

penetration in part of these cases are based on the Hall-

field mechanism within the frame-work of the electron-

magnetohydrodynamic (EMHD) model, in which a narrow

current layer is expected to penetrate into the plasma while

ions are nearly motionless.13–17

The different forms of the magnetic field-plasma inter-

actions give rise to different electron density evolutions.

Thus, knowledge of the electron density is useful for study-

ing this interaction. Due to the quasi-neutrality of the plasma

and to the conservation of the electron fluid, plasma pushing

is accompanied by a compression of the electron fluid. In the

ideal low-resistivity picture, the plasma is reflected by the

magnetic-field front and the electron density is expected to

rise to twice its initial value over the scale of the electron

skin depth in front of the current layer, and then drop to zero

behind the propagating field front.1 If there are collisions in

the pushed plasma, the density will rise due to the accumu-

lating plasma in front of the propagating field front, often as

a snowplow, as previously observed.18 When the field pene-

tration is fast, either by diffusion due to high resistivity, or

by the Hall-field-induced mechanism, no significant electron

density change is expected.

The possibility of a more complex plasma dynamics was

suggested by early simulations19–21 and models.22,23 More

recent simulations show that when electron inertia is consid-

ered turbulence effects may develop24 and the current layer is

expected to break into vortices25–28 that may affect the velocity

and nature of magnetic field penetration.28 Laboratory observa-

tions in such systems of low-resistivity, multi-ion-species plas-

mas (mostly protons and carbon ions) revealed a phenomenon

of simultaneous field penetration and plasma pushing.29 In

these experiments, the heavier-ion plasma component (carbon)

is penetrated by the magnetic field at a rate much faster than

that expected from diffusion,30 whereas the light-ion plasma
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(protons) is reflected off the field front, acquiring velocities

that are about twice the magnetic-field front propagation veloc-

ity.31 The ions in the plasma penetrated by the magnetic field

are also found to acquire non-negligible velocities relative to

the magnetic-field propagation velocity. This complex plasma

dynamics, involving both magnetic field penetration and

plasma pushing, should be manifested in the electron density

evolution.

In the configuration studied, a pulsed current, generating

a magnetic field, propagates in a plasma that pre-fills the

region between two planar electrodes. Previous spectro-

scopic measurements of the electron density have shown a

density rise of up to �50%, which generally accompanies

the arrival of the magnetic field to the region of observation,

followed by a sharp density drop.30 This observation was

consistent with earlier line-integrated density measurement

in similar systems.32,33 The spatially resolved spectroscopic

measurements showed that part of the plasma is indeed pene-

trated by the magnetic field and remains behind the propagat-

ing field front. The rise in the density was mainly attributed

to the effect of the proton-plasma reflection. The subsequent

density drop also seemed to be consistent with this reflection.

However, a quantitative analysis showed that the proton

reflection cannot account for the entire observed density

drop.30

Here, using the same multi-ion species system used in

Ref. 30, we employ spectroscopic techniques with significantly

improved spatial resolution to study in detail the electron den-

sity evolution during the plasma-magnetic field interaction.

Furthermore, Doppler shifts of the same line emission that is

utilized for the density measurements are also utilized for the

determination of the electric potential (referred to as potential

hill) that develops due to the magnetic-field propagation. This

allows for exploring the correlation between the density and

the potential hill evolutions. This is otherwise very difficult to

investigate due to unavoidable irreproducibilities in the system

that make it nearly impossible to correlate parameters obtained

in separate discharges.

We achieve a mm-scale spatial resolution, which is a

few times the electron skin depth of our system that is the

lowest expected current-layer width. The improved resolu-

tion reveals a significantly higher electron density rise, fol-

lowed by a sharp drop to �10% of the peak electron density.

The measured potential hill is used to infer the ion dynamics

that are found to be consistent with the density evolution.

We conclude that the reflection of the relatively highly

charged carbon ions (C IV-V) plays a major role in the

density evolution, particularly in forming the sharp density

peak that was previously mainly attributed to the proton

reflection.

II. THE EXPERIMENTAL SYSTEM

The experiment, schematically described in Fig. 1, con-

sists of filling up the volume between two planar electrodes

with plasma, followed by driving a pulsed current between

the electrodes that rises to 130 kA in �350 ns. This produces

the magnetic field (peak magnitude �8 kG) that interacts

with the prefilled plasma. For the coordinates defined in

Fig. 1: x¼ 0 is the cathode surface, y¼ 0 is the center of the

electrodes, and z¼ 0 is the generator side edge of the pre-

filled plasma. The magnetic field propagates from the gener-

ator side in the z direction, towards a shorted end. The

plasma is produced by two surface-flash-over plasma sources

(flashboard), mounted outside the interelectrode gap, a few

cm above a transparent wire-anode. The plasma expansion

forms a density gradient across the anode-cathode (A-K) gap

that supports Hall-field induced penetration. The electrodes

are 14-cm wide (in the y direction), 8-cm long (along z) and

separated by a 2.5-cm gap (along x). Each of the electrodes

is an array of eight 1-mm-diameter wires with a geometric

transparency of 93%, allowing for a nearly free flow of the

plasma. The flashboard plasma is dominated by protons and

carbon ions (mainly C III–V). The current generating the

magnetic field is applied 1.1 ls after the application of the

flashboard plasma source. By this time, the electron density

(ne) and temperature (Te) in the middle of the interelectrode

gap are found to be,34 respectively, ne � 3� 1014 cm�3 and

Te � 6.5 eV.

Radiation emitted from the plasma is imaged on a 1-m

spectrometer input slit. The spectrometer output is conveyed

to an array of fast photo-multipliers (PMTs) via a bundle of

optical fibers. The spectral resolution varies from 0.07 to

0.12 Å over the spectral region recorded (2000�7000 Å).

The PMTs have a rise time of less than 3 ns and an exponen-

tial decay with a time constant of 6 ns. A second 0.25-m

imaging spectrometer is coupled to a gated (7-ns) intensified

charge-coupled device (ICCD) camera. The data recorded

with the imaging spectrometer are mainly used for character-

izing the geometry of the dopant columns injected into the

plasma.

3D spatially resolved measurements are obtained using

a controlled injection of selected dopants into the plasma. In

this approach, the plasma is doped by an atomic or ionic

beam, the line emission of which is distinguished from the

ambient plasma and can be used for diagnosing the local

plasma parameters. In the present study, lines of B II-III and

Mg II dopants are used. A laser blow-off technique35–37 is

used to inject the dopants into the plasma. The dopant is

blown off a coated slide by a pulsed laser beam (doubled

Nd-YAG, 160 mJ per 5 ns), hitting the slide from its

uncoated side. An iris positioned between the slide and the

prefilled plasma serves to collimate the plume. Plumes of a

diameter smaller than 5 mm (containing 80% of the ions) for

FIG. 1. A schematic description of the experimental system. The generated

magnetic field is directed along the y axis and propagates in the z direction.

122126-2 Doron et al. Phys. Plasmas 23, 122126 (2016)



boron, and about 2 mm for magnesium, were obtained by

optimizing the system parameters. The dopant plume was

injected into the plasma in the x-direction from the cathode

side (x¼ 0) prior to the injection of the plasma. The dopant-

ion densities were found to be �2� 1013 cm�3 (determined

spectroscopically), contributing less than 10% of the total

electron density, ensuring minimal perturbation of the ambi-

ent plasma. The velocity (along the x-axis) of the dopant

plume is vd � 6� 105 cm=s, approximately 10% of the

velocity of the plasma injected into the inter-electrode gap.

The density observations were carried out along the

y-axis (perpendicular to the field propagation direction). The

data were collected from a region close to the center of the

inter-electrode gap: at x ¼ 10 mm, y¼ 0 mm, and z¼ 37 mm.

To optimize the light collection efficiency, a lens was placed

inside the vacuum chamber, as close as possible to the dop-

ant plume. The resolutions achieved in the x and z directions

were 0.1 mm and 0.8 mm, respectively. The spatial resolu-

tion along the line of sight (the symmetry axis y), determined

by the dopant-column width, was �4 mm.

III. ELECTRON DENSITY EVOLUTION

The evolution of the electron density was obtained from

the evolution of line emission of B II, B III, and Mg II dop-

ants. The time-dependent emission line intensities were used

to yield the electron density and temperature evolution using

collisional radiative (CR) modeling.38 The analysis was per-

formed in two stages. In the first stage, we determined the

plasma parameters prior to the application of the pulsed mag-

netic field, utilizing Mg II line emission. Since the sensitivity

of the Mg II-based density diagnostic winds down for

ne > 5� 1014 cm�3, the Mg II emission becomes unsuitable

for measuring the rapid density rise to higher values (which

generally happens at a given z�location when the magnetic

field rises to a certain fraction of its peak magnitude). At

these times, the density evolution was then studied utilizing

B II and B III line-emission. The parameters obtained from

the Mg II analysis were used to determine the initial condi-

tions essential for the accurate simulation of the evolution of

the boron line intensities.

A. Determination of the initial plasma properties

We tracked the intensities of the Mg II transitions

2p63s� 2p63p (I3p) at 2795 Å and 2p63p� 2p63d (I3d) at

2798 Å. The close wavelengths allow for their simultaneous

recording using the same spectrograph. The propagating

magnetic-field front arrives to the observed region (at z ¼
37 mm) �130 ns after the start of the current-pulse. Fig. 2

presents the evolution of the line intensity ratio I3d=I3p, start-

ing from the the beginning of the current-pulse (t¼ 0),

through the propagation of the magnetic front and its pene-

tration into the dopant (positioned at z ¼ 37 mm). The rise in

the line-intensity ratio, observed for t > 130 ns, corresponds

to an electron temperature and density rise that results from

plasma pushing and heating by the magnetic field.

The line-intensity ratio I3d=I3p is most suitable for den-

sity diagnostics under hot (Te > 15 eV) coronal conditions,

since the ratio exhibits rather strong density dependence up

to ne � 4� 1014 cm�3, while it is nearly Te-independent.

However, here, the initial Te is �10 eV,34 and thus I3d=I3p

depends both on Te and ne. Thus, additional data are required

for the diagnostics.

A second independent function of Te and ne is the Mg II

ionization rate. If Te and ne are nearly constant and the

change in the Mg II population is dominated by the Mg II

ionization, then the normalized rate of the Mg II population

change,
dnMgII

dt =nMgII, is also constant and nearly independent

of the ionization balance. Indeed, Mg I ionization into Mg II

was verified to be negligible due to the low population of

Mg I during the measurement, observed from the intensity of

the Mg I 3s� 3p resonant transition at 2852 Å. The recombi-

nation from Mg III was calculated to be also negligible under

the relevant plasma parameters. CR calculations further

show that the Mg II resonant transition I3p is proportional to

the Mg II population. Therefore, the measured evolution of

I3p can be used to determine the Mg II ionization rate. We

note that unlike the case of the line-intensity ratio, using the

derivative of the intensity requires considering the possible

effect of the dopant flow into the observed volume during

the measurement. The dopant velocity in the positive x direc-

tion is �6� 105 cm=s, thus the Mg ions travel less than

1 mm during the measurement time of 150 ns. Since the

dopant column was found to be nearly uniform in a region of

62 mm around the point of observation (x ¼ 10 mm), the

flow has no effect on the measured ionization rate. The nor-

malized rate
d I3p

d t =I3p is presented in Fig. 3. As expected,

until the arrival of the magnetic-field into the observed

region (t � 130 ns), the normalized Mg II ionization rate

changes slowly compared to the rapid changes seen at later

times.

The measured line-intensity ratio and the normalized

intensity-change rate of I3p are used to determine ne and Te at

65 ns (which is �65 ns prior to the arrival of the magnetic-

field front into the observed volume). The plasma parameters

at this time are taken as the initial conditions for the B II-III

simulations. CR calculations, including levels of Mg I (up to

n¼ 4), Mg II (up to n¼ 5), and Mg III (ground level only),

were employed for obtaining two sets of parameter pairs of

FIG. 2. Evolution of the line intensity ratio I3d=I3p measured at z ¼ 37 mm.

The term Time¼ 0 represents the beginning of the current-pulse.
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ne and Te, each corresponding to the measured I3d=I3p and
d I3p

d t =I3p. Each set of parameter-pairs defines a curve in the

ne � Te space and the intersection of the two curves yields

Te ¼ 6:5 eV and ne ¼ 2:1� 1014 cm�3. In order to obtain the

uncertainties in the measurement, we also calculated pairs of

ne and Te that yield the lower and upper bounds of I3d=I3p

and
d I3p

d t =I3p at t ¼ 65 ns. For the lower and upper bounds of

the ratio I3d=I3p we take, respectively, 0.16 and 0.20. Here,

the bounds are determined by the noise and possible system-

atic error in the relative calibration of the different PMT

channels used for measuring the two wavelengths. For the

lower and upper bounds of
d I3p

d t =I3p we take, respectively,

�3� 106 and �2:5� 106 s�1. The ne � Te pairs correspond-

ing to the lower and upper bounds on the measured I3d=I3p

and the lower bound on
d I3p

d t =I3p are presented in Fig. 4 (the

upper bound of
d I3p

d t =I3p is not useful for this analysis). A

lower bound of 3 eV for Te is obtained from the data. No

practical upper bound on Te exists. The absence of an upper-

bound on Te is due to the weak Te-dependence of both the

line ratio and the ionization rate at relatively high Te.

However, the data from the boron dopant, discussed in

Section III B, provide tighter constraints on Te: 4.5 eV <Te

< 8.5 eV. These Te bounds help to determine the bounds of

ne: ð1:3� 3Þ � 1014 cm�3. Thus, we conclude that �65 ns

prior to the arrival of the magnetic-field front ne ¼ ð2:160:8Þ
�1014 cm�3 and Te ¼ 6:562 eV (note that, as shown in

Fig. 4, the errors in ne and Te are dependent on each other).

These values are consistent with previous studies.34

B. Density evolution during the plasma–magnetic field
interaction

During the magnetic-field penetration, the plasma

parameters are extracted from the intensity evolution of the

B II 2s2p� 2p2 (3451 Å) and B III 2s� 2p (2066 Å) transi-

tions. For utilizing these transitions, the B II/B III population

ratio at t ¼ 65 ns must be estimated. This was achieved in

two ways. In the first method, the measured intensity ratio

I
3451Å

=I
2066Å

was reproduced in CR modelling, constrained

by the inferred ne and Te at t ¼ 65 ns. In this manner, a B III

fraction between 10% and 40% was obtained. Here, the main

source of error is the uncertainty in the wavelength depen-

dent absolute calibration of the spectroscopic system. In the

second method, we modelled the evolution of the B III frac-

tion using the ionization rates under the slowly varying

plasma conditions and assuming 100% B II at t ¼ �1ls. At

this time, it was verified that the B I and B III populations

were negligible by observing, respectively, the 2498 Å and

2066 Å lines. Under these conditions, it was found that at

t ¼ 65 ns the boron plume is mainly composed of B II and B

III, where the B III fraction is between 10% and 35%. Both

methods thus provided similar results. The uncertainties in

the second method are due to uncertainties in the ambient

plasma prefill conditions and in the initial population of

the B II metastable level (that lies �4:6 eV above the ground

state).

The intensities of the emission lines of both boron charge

states were traced during the penetration of the magnetic

field. The transition wavelengths are too remote from each

other to be observed simultaneously by the same spectro-

graph, necessitating the correlation of their respective inten-

sity evolutions recorded in different discharges. Achieving an

accurate correlation here is of particular importance since, at

this stage, when the plasma interacts with the field, the line

intensities undergo rapid changes. Since the width of the

magnetic-field front is �15 mm and the field propagation

velocity39 is �3� 107 cm=s, the field front travels through

the dopant column within �50 ns. Hence, the accuracy of the

temporal correlation must be at least 10 ns.

The approach adopted for accurately timing the evolu-

tions of the B II and B III line intensities is based on the

ions’ Doppler-shifted line emissions and the assumption of

the existence of an electrostatic potential hill that is the

gradient of an electric field in the frame of the moving

magnetic-field. This assumption is supported by recent meas-

urements,39 showing that the electric- and magnetic-front

profiles remain nearly constant during their propagation at

the relevant time-scale of the measurement. The force

exerted on an ion by such an electric field is proportional to

the ion’s charge; hence the ion’s velocity change (in time) is

proportional to its charge-to-mass ratio, Z/m. Assuming that

the ions are all in the same position, Z/m-scaled velocities of

FIG. 3. Normalized rate of the change of the Mg II 2p63s� 2p63p line

intensity (
dðlnI3pÞ

dt ), representing the Mg II normalized ionization rate.

FIG. 4. Electron densities and temperatures that satisfy the lower and upper

bounds of the intensity ratio I3d=I3p and the lower bound of the normalized

Mg II ionization rate. The region above the solid curve and below the upper

dashed curve corresponds to allowable ne and Te at t ¼ 65 ns (which is

�65 ns prior to the magnetic-field arrival to the point of observation).
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different ions should occur at the same time. Therefore, if for

each ion the correlation between the evolutions of the ion

velocity and its emission intensity is known, it is possible to

time the emission intensity evolutions of different ions.

Observations from the z-axis (along the direction of the

magnetic-field propagation) provide this information.

Observed from the z-axis, the spectral-lines’ Doppler-

shifts are measured with the resolution permitted by our dis-

crete channel system; 0.12 Å per PMT-channel in this wave-

length range. We identify the times tvj
of the peak intensity

of each of the time-dependent signals of the different

Doppler-shifted emissions. At these times, the B II and B III

at the plume center acquire the velocities vj. In Fig. 5, we

present the time-evolution of these intensity peaks. Each of

the curves is obtained by averaging results over several dis-

charges. The lines in the figure connect points corresponding

to successive 0.12-Å wavelength shifts; the first point on the

left in each curve is a shift of 0.06 Å. The curve for the B III

emission is shifted in time such that a B III-Doppler shift of

0.36 Å coincides with the occurrence of a B II Doppler-shift

of 0.30 Å, as required by the Z/m scaling, i.e., Dk / k �Z=m,

where k and Dk are the wavelength and Doppler-shift. We

stress that the Z/m scaling was performed for the ion acceler-

ation that occurs rather early in the interaction. At later times

of the plasma–magnetic-field interaction, the ionization of B

II produces significant amount of relatively slow B III. The

Figure also exhibits a non-monotonic B II velocity evolution

at t ¼ 185 ns, and two peaks in the time-dependent B III

emission. These features are discussed in Sec. IV C.

Since we find that at each instant most of emission of

each ion comes from a specific velocity, the two curves in

Fig. 5 are, in fact, the intensity evolution of the B II and B

III line emissions, sampled at specific times corresponding to

specific velocities. Moreover, since the y-axis observation is

also aimed at the dopant plume center, both the y- and the

z-axis observations collect data from the same volume. Thus,

we can take the time difference between the B II and B III

intensity peaks observed in the z direction to be equal to

the time difference between the peaks of the B II and B III

emission intensities observed in the y direction. The y-axis

observations are more useful for modeling due to the ability

for a continuous comparison beyond the discrete times tvj
.

As seen in Fig. 5, we obtain a time difference of dt ¼ 965

ns between the peaks of the B II and B III emission intensi-

ties. The errors in the timing are mainly due to the limited

dispersion of the spectroscopic system and the difficulty in

determining the time of the peak of the signal from the first

Doppler-shifted channel (the signal peak of this channel is

smeared out since it has an appreciable intensity already

before the current-pulse arrival due to the initial spectral

line-width).

The correlated time-dependent intensities of the two boron

lines, observed in the y-direction, were fitted simultaneously

with the same electron temperature and density evolution. We

note that in our models we assume that the electron population

has a Maxwellian distribution. The possible presence of a

high-energy electron beam40 should not significantly change

the conclusions on the density evolution since its effect on

these transitions is rather similar to that of a high temperature.

We emphasize that in our approach the analysis of the B II and

B III emission intensities is solely based on the time-evolution

of the emission, and not on the absolute intensities that may be

subjected to appreciable shot-to-shot variations due to differ-

ences in the amount of dopant.

Several initial electron temperature-density pairs were

tested, all consistent with the constraints set by the Mg

II-line-emission measurements. In Fig. 6, we present the

experimental results together with the simulations. For the

low limit of the initial electron temperature of 4:5 eV, no rea-

sonable fit for the boron emission lines could be obtained.

The ionization rate of B II for such low temperature was too

small to explain the observed rise of the B III emission inten-

sity. Assuming rapid rise of the temperature, to satisfy the B

III data, leads to an overestimate of the B II emission, even

when starting with the lowest reasonable fraction of B III

ions (B III¼ 10%). This is demonstrated in Fig. 6(a), where

the best fit obtained for this low initial Te yielded poor agree-

ment with the experimental data: simulated emission that is

too low for B III and too high for B II. For the most likely

values of initial parameters, ne � 2:1� 1014 cm�3; Te

� 6:5 eV, and an initial B III fraction of 20%, a good fit for

both B II and B III can be obtained, as shown in Fig. 6(b).

The figure also presents the measured intensity evolution of

an O III transition (3455 Å), with an upper level at 49 eV,

observed simultaneously with the B II line. The intensity

evolution of this O III transition indicates that the heating of

the electrons to energies of tens of eVs occurs only after t �
170 ns. Models with initial high Te (>8.5 eV) are ruled out

since prior to the arrival of the magnetic field such models

give a rise in time of the B III intensity (due to B II ioniza-

tion) that is much more rapid than that observed (for any rea-

sonable initial density and B III fraction).

FIG. 5. Evolution of the B II and B III line intensities during the penetration

of the magnetic field, observed in the z-direction (along the field propagation

direction). The times of the points are the times at which the intensity of

each Doppler-shifted signal (in 0.12-Å steps) peaks. The curves connect the

points of consecutive wavelength-shifts. The first point on the left in each

curve is a shift of 0.06 Å from the zero velocity wavelength. The B III curve

is shifted in time so that the wavelength shifts of 0.3 Å for B II and 0.36 Å

for B III occur at the same time.
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The evolutions of ne and Te used for obtaining a good fit

are shown in Fig. 7. In this model, the electron density rises

to a peak of �1015 cm�3, which is about 5 times higher than

the electron density prior to the magnetic field arrival. The

electron temperature in the model rises to 50 eV at t ¼ 165 ns.

Above 50 eV, the two boron line-intensities become nearly

insensitive to Te, and our choice to adopt a further rise of Te

is based on a previous study40 that utilizes the emission from

a high-energy transition of B IV, indicating a rise of the elec-

tron energy to 250 eV at t � 175 ns. Information on the Te

evolution at later times is absent, but the fact that the O III

emission does not drop implies that Te drops to below �70 eV

(otherwise the O III would undergo rapid ionization).

The apparent local peak observed in the experimental

line-intensity evolution of both B II and B III (see Fig. 6,

t � 155 ns) is attributed to a density change. However, it

may also be fitted with a Te change. We claim it is a density

effect based on the inferred plasma dynamics, as discussed

in Sec. IV C.

So far, we have shown that the evolution of the plasma

parameters presented in Fig. 7 provides a plausible explana-

tion for the observed line intensities. However, in principle,

this explanation might not be unique. In particular, one may

argue that the sharp intensity rise of the boron line emissions

could be the result of a rise in Te, and that a good fit to the

observation may also be obtained without a significant rise

in ne. In order to rule out such a scenario, we have carried

out simulations in which the Te evolution was optimized to

yield the maximum intensity from the boron lines at the

correct time. These simulations have shown that even such

an optimized Te cannot account for the observed rise in the

boron intensities unless it is accompanied by a significant

density rise to � 1015 cm�3.

We have found that the main factor affecting the

estimate of the electron-density evolution is the initial B III

fraction, which is in the range between 10% and 35%. This

range of assumed B III fractions provides bounds on the

peak electron density, based on the following considerations:

The experimental emission intensity of the B II line rises by

a factor of 5 between t ¼ 50 ns and t ¼ 170 ns. This rise is

partly due to the change in Te. Assuming constant ne and a

Te-rise to 15 eV, which maximizes the intensity rise due to a

Te-rise, gives a B II intensity-rise of a factor of only 2.2.

Hence, the rise of the B II emission intensity due to the ne-

rise is at least by a factor 2.3. We now must also consider the

effect of ionization of B II, which lowers the B II emission

as Te rises to 15 eV. To obtain the effect of the B II ioniza-

tion during these 120 ns, we use the B III emission intensity

that rises by a factor 6 during this time. In order to obtain a

lower bound for the rise of ne, we assume a maximal effect

of B II ionization on B III, namely, we consider a minimal

initial B III fraction of 15%. Under these assumptions, the

observed B III emission-intensity rise requires ne-rise of

nearly a factor of 3, yielding a robust lower bound of 6:3
�1014 cm�3 for the peak ne. Using a detailed modelling

assuming an initial fraction of 15% B III, the best fit to the

experimental data is obtained when ne rises to 8� 1014 cm�3.

Similarly, an upper bound for ne is obtained by assuming an

initial Te of 8.5 eV and B III fraction of 35%, yielding a peak

electron density of 1:5� 1015 cm�3.

IV. DISCUSSION

One of the difficulties that arose from previous measure-

ments is the quantitative explanation of the measured density

FIG. 6. Observed and simulated evolutions of the B II (3451 Å) and B III

(2066 Å) intensities. (a) Initial parameters assumed are Te ¼ 4:5 eV; ne

¼ 3:2� 1014 cm�3, and 10% B III. (b) The optimal fit found for the observa-

tion. Initial parameters assumed are Te ¼ 6:5 eV, ne ¼ 2:1� 1014 cm�3, and

20% B III. Also presented is the intensity of O III transition (with an upper

level of unit 49 eV), observed simultaneously with the B II transition.

FIG. 7. The inferred evolution of ne and Te. For t � 165 ns, Te is only an esti-

mate (marked by the dotted curve), but has no significant effect on the present

B II–III modelling. The error bars reflect only the errors due to the uncertain-

ties in the initial ne and Te, and not the uncertainty in the B II/B III ratio.
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profile.30 It was shown, under similar conditions, that ioniza-

tion processes (due to the electron heating resulting from the

magnetic energy dissipation) and the continuous plasma flow

from the flashboard-plasma source cannot account for more

than �30%-rise in ne during the magnetic field penetration.

The significant additional density-rise observed was attrib-

uted to the proton reflection, a process later verified using

charge exchange measurements.31 The subsequent density

drop could not have been explained by the proton reflection

only. The present, high-resolution measurements, that show

a much larger density-rise and a faster subsequent density-

drop, thus call for a revisit of the underlying processes,

which can now be performed using the correlation between

the electron density and the ion velocity.

A. Dynamics of different ion-species

We now explore the connection between the density

observation and the ion dynamics. Our analysis here is based

on the assumption of the existence of an electric field that in

the frame of the moving magnetic field is the gradient of an

electrostatic potential hill. Under this condition, we can uti-

lize the measured evolution of the B II ion-dopant velocity

to infer the dynamics of all other ions, and in particular, to

determine the expected reflection points of the various ion-

species. From energy conservation we write for B II

eZBII/ ¼
1

2
mBII v2

b � ~v2
BII

� �
; (1)

where ZBII and mBII are, respectively, the B II ionization

degree and mass. / is the electrostatic potential (/ ¼ 0 in

the foot of the potential hill), e is the elementary charge, vb is

the magnetic-field propagation velocity, and ~vBII is the B II

velocity in the moving field frame. Since all ions move under

the same potential, we can write for an ion i

mBII

ZBII
v2

b � ~v2
BII

� �
¼ mi

Zi
v2

b � ~v2
i

� �
: (2)

At the reflection point of ion i, its velocity in the moving

magnetic-field frame is ~vi ¼ 0. Thus, taking ~vi ¼ 0 in Eq.

(2), we obtain vref ðiÞ
BII , the B II velocity (in the laboratory

frame) at the reflection point of an ion i

vref ið Þ
BII ¼ vb 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ZBII

mBII

mi

Zi

r !
: (3)

We now use the measured B II velocity evolution and

its correlation with the density evolution to find the predicted

reflection times of the various ion-species on the density evo-

lution curve. For a magnetic-field propagation velocity39

vb ¼ 3� 107 cm=s, we obtain from Eq. (3) that the protons,

the C V, and the C IV are reflected, respectively, when the B

II acquires velocities are 1:4� 106, 4:5� 106, and 6:2� 106

cm/s. On the other hand, the C III and C II reflection points

correspond, respectively, to vBII ¼ 107 cm/s and vBII ¼ 2:2
� 107 cm/s, which are higher than the maximum measured B

II velocity of 9:5� 106 cm=s, which means that the C III and

C II plasmas are penetrated by the magnetic field. In Fig. 8,

we present the measured evolutions of the electron density

and the B II velocity, together with the expected reflection

times of the protons and C IV-V.

Since an ion reflection is associated with a density

peak, the expected reflection times seen in Fig. 8 suggest

that the main density peak (t ¼ 175 ns) is attributed to the

reflection of the carbon ions, whereas the earlier, local den-

sity peak (t ¼ 146 ns) corresponds to the proton reflection.

The reflection times marked in Fig. 8 appear �10 ns after

the observed density peaks, but it is within the uncertainty

of the experimental results (mainly due to the systematic

errors in the determination of the times of the B II velocity

values and an uncertainty in vb). In fact, the reflection pro-

cess of each ion species occurs over a finite time due to the

ion initial-velocity distribution, prior to the application of

the magnetic field. Ions with an initial velocity in the direc-

tion of the field-propagation are reflected by a lower electric

potential than those with an initial velocity directed opposite

the field-propagation direction. This effect is considered in

Section IV B.

B. Simulated electron density profile

The inferred ion dynamics, together with the known

plasma composition and initial ion velocity distribution,34

allow for deriving the electron density evolution and exam-

ining whether the potential hill assumption is consistent

with the measured density. If the ionization rate of the

plasma constituents is negligible, then the density evolu-

tion of each ion species in the plasma is determined by the

change in the velocity distribution of that ion species. The

equations that describe the change of the density as a func-

tion of the ion position in the potential hill are given in

the Appendix. The plasma composition is taken from a

previous study,34 but scaled here by a factor of 0.7 to

account for minor modifications in the experimental set-up.

Thus, the initial ion density are: np ¼ 3:5� 1013 cm�3,

nCII ¼ 9:1� 1012 cm�3, nCIII ¼ 1:5� 1013 cm�3, nCIV ¼ 4:9

FIG. 8. The electron density and B II velocity evolutions and the expected

reflection times for protons, C V and C IV, extrapolated from the B II ion

velocities assuming a potential hill in the moving frame of the magnetic

field. The representative time-error of the velocities represents the system-

atic error due to the uncertainty in the determination of the velocity evolu-

tion relative to the density evolution. The uncertainties of the relative times

of the velocities are much smaller, less than 3 ns.
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�1013 cm�3, and nCV ¼ 1:4� 1013 cm�3. The initial ion-

velocity spread along the z-axis, Dvz, is approximated by

v2 sin ðp=8Þ, where v2 is the injection velocity (along the x-

axis). v2 is in the range �106�107 cm/s, depending on the

ion species.34

Fig. 9 presents the simulated ion densities, together with

the resulting electron density (convolved with the finite tem-

poral response of the spectroscopic system), compared to the

measured density. It is seen from the figure that besides

differences of 7–10 ns in the times of the peaks, which are

within the measurement uncertainty, the simulated electron

density recovers the evolution obtained from the independent

measurement. This result demonstrates that the ion dynamics

can explain the observed density evolution, and thus strongly

supports the existence of an electric potential hill.

C. Observations along different directions

While the B III emission, observed along the z-axis (see

Fig. 5), exhibits a clear double-peak feature that corresponds

to the proton and C IV–V reflections, observations along the

y-axis mainly exhibit a single prominent peak emission and a

“shoulder” (see Fig. 6, t � 150 ns). We attribute this differ-

ence to the fact that the y-axis observations use a single PMT

to record the evolution of the emission intensity, whereas in

the z-axis observations, each of the points of the intensity-

evolution curve is the peak of the signal measured by a dif-
ferent PMT, corresponding to the different Doppler-shifted

wavelengths. This sampling of signals using different PMTs

enables us to avoid some of the signal smearing due to the

PMT decay time (5 ns). Note that the B II emission recorded

along the z-axis does not exhibit the earlier peak (attributed

to the proton reflection) since the proton reflection occurs

before the B II is accelerated to a velocity that can be unam-

biguously measured within the present spectral resolution.

The proton reflection occurs when the B II Doppler shift is

�0:15 Å, which is comparable to the 0.12-Å resolution,

whereas the B III Doppler shift at this time is �0:20 Å.

Interestingly, the B II velocity evolution indicates a non-

monotonic behaviour (Fig. 5, t¼ 185 ns), in which a higher

velocity appears before a lower one. The apparent absence of

a low-velocity value is likely a result of a combination of the

rapid acceleration and the limited temporal-response of the

spectroscopic system. However, the appearance of a lower

velocity at a later time, a phenomenon observed in a large

percent of the discharges, may arise from a 2D or 3D effect

and could indicate a fluctuation in the magnetic-field (as sug-

gested, for example, in a recent simulation28).

V. CONCLUSIONS

This study presents high-spatial-resolution spectroscopic

measurements of the electron density evolution during the

propagation of a magnetic field into a low-resistivity, multi-
ion species plasma. The electron density evolution is inferred

from the intensity evolution of emission lines of dopant ions

injected into the ambient plasma. The spatial resolution

achieved in these measurements is below 1 mm in the x- and

z-axes (the y-axis is the symmetry axis and thus an axis of

nearly constant properties). Upon the arrival of the magnetic

field to the observed volume, the present measurements

reveal a density-rise that is much more pronounced, and a

subsequent density-drop that is much faster than those

observed in previous lower-resolution measurements.30

The Dopant ion-velocity data are analysed and used to

predict the plasma dynamics, assuming the existence of

an electric potential hill in the propagating magnetic-field ref-

erence frame. This analysis also yields a prediction of the

electron density evolution, which is found to be consistent

with the independent density measurements. The data used

are the time-dependent axial velocity of B II (the dopant ion).

The scenario we envision is the slowing down of the various

ion-species as they climb the potential hill (in the magnetic-

field frame). The protons, C V, and C IV reach a complete

stop at different potential heights, according to their charge-

to-mass ratios. In the laboratory reference frame, these are

the turning points for the ion reflections. Detailed simulations

of the ion densities and the resulting electron density show

that the ion dynamics explains the observed density; the main

density peak is a result of the C IV-V reflection, whereas an

earlier, local peak results from the proton reflection. The

potential hill is not high enough to stop the C III and other

ions with similar or smaller charge-to-mass ratios. In the lab-

oratory frame, the plasma of these ion-species is penetrated

by the magnetic field.

FIG. 9. (a) The simulated density evolution of the various ion-species based

on the measured B II velocity and the assumption of a potential hill (see the

Appendix) and (b) the resulting electron density evolution (convolved with

the finite temporal response of the spectroscopic system), compared with the

measured electron density.
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We stress that unlike the reflection of the protons that

was directly observed by means of charge-exchange techni-

ques,31 the inferred reflection of C IV-V depends on the

validity of the electric-potential hill model. We note that

other possible phenomena, such as instabilities or other 3D

effects, as well as energetic electrons ejected from the elec-

trodes, may also play a role in the interaction and their inves-

tigation may require better resolutions.

ACKNOWLEDGMENTS

The work is supported in part by the Minerva Foundation

with funding from the Federal German Ministry for Education

and Research, by the U.S.-Israel Bi-national Science Foundation

(BSF), and by the Naval Research Laboratory (USA).

APPENDIX: DERIVATION OF THE ION DENSITIES

We use the initial ion-velocity distribution function for

calculating the plasma density during the penetration of the

magnetic field. The ions are injected in the x direction. The

ith ion-species velocity distribution function in the moving

frame before the arrival of the potential hill is

~f iðvx;vy; vzÞ ¼ gðvxÞhðvyÞfiðvzÞ: (A1)

The initial velocity distribution functions are assumed to be

spatially uniform. Since the plasma ions are not magnetized

and assuming that the electric field is directed along the

z-axis, g and h do not vary along the ion trajectory in z. We

choose g and h to be
Ð1
�1 dvxgðvxÞ ¼

Ð1
�1 dvyhðvyÞ ¼ 1 so

that the ion-density evolution follows the evolution of fi.
Since the potential hill moves in the z direction with the

velocity vb ð>0Þ it is stationary in the moving frame, where

all ions move towards the potential hill with an average

velocity �vb; so that

fi vzð Þ ¼
ni0

2Dvz
H

vz

vb
þ 1þ Dvz

vb

� �
� H

vz

vb
þ 1� Dvz

vb

� �� �
;

(A2)

where H is the Heaviside function and ni0 is the density of

the i th ion-species before the arrival of the potential hill.

The divergence angle of the ions injected along x results in a

velocity spread Dvz, approximated by v2 sin ðp=8Þ, where v2

is the average plasma injection velocity from the plasma

source. The distribution function is a function of the energy

that is a constant of the ion motion, and thus satisfies

fiðvz;/Þ ¼ fið�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

z þ 2Zie/=mAi

p
;/ ¼ 0Þ, where Zi and Ai

are the charge and the atomic number of the ith ion-species,

and m is the proton mass. In the presence of the potential

hill, the ith ion-species density is, therefore

ni /ð Þ ¼ ni0vb

2Dvz

ð0

�1
dn H �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ 2Zie/

Aimv2
b

s
þ 1þ Dvz

vb

0
@

1
A

2
4

�H �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ 2Zie/

Aimv2
b

s
þ 1� Dvz

vb

0
@

1
A
3
5; (A3)

where we define n ¼ vz=vb. The last integral is transformed

into

ni /ð Þ ¼ � ni0vb

2Dvz

ð� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Zie/=Aimv2

b

p

�1
ds

sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 � 2Zie/=Aimv2

b

� �q

� H sþ 1þ Dvz

vb

� �
� H sþ 1� Dvz

vb

� �� �
:

(A4)

We denote the height of the potential hill by /0. There

are three possibilities for each ion species: (a) full penetra-

tion of the magnetic field, (b) full reflection of the ions, and

(c) penetration of the magnetic field into part of the ions and

reflection of the other part. In the first case

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Zie/0

Aimv2
b

s
þ 1� Dvz

vb
> 0; (A5)

there is full penetration, and all the ions of the ith species

climb the potential hill. Performing the integral, we obtain

the densities of these ions

ni /ð Þ ¼ � ni0vb

2Dvz

ð�1þDvz=vb

�1�Dvz=vb

ds
sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 � 2Zie/=Aimv2
b

� �q

¼ ni0vb

2Dvz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dvz

vb

� �2

� 2Zie/

Aimv2
b

s24

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Dvz

vb

� �2

� 2Zie/

Aimv2
b

s 3
5: (A6)

We note that if

Dvz

vb
� 1� 2Zie/

Aimv2
b

; (A7)

the density of the penetrated-plasma ions is approximately

ni /ð Þ ¼ ni0vb

2Dvz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2Zie/

Aimv2
b

þ 2Dvz

vb

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2Zie/

Aimv2
b

� 2Dvz

vb

s2
4

3
5

� ni0vb

2Dvz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2Zie/=Aimv2

b

� �� �q

� 2Dvz

vb 1� 2Zie/=Aimv2
b

� �� �
" #

¼ ni0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2Zie/=Aimv2

b

� �q ; (A8)

which is that of a cold ion-beam.

The second case is that of a full reflection. This happens if

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Zie/0

Aimv2
b

s
þ 1þ Dvz

vb
< 0: (A9)

The density of the ions is composed of both ions climbing

the hill and of those reflected. In this case of full reflection,

there are three different regimes. While the potential satisfies
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�
ffiffiffiffiffiffiffiffiffiffiffiffi
2Zie/

Aimv2
b

s
þ 1� Dvz

vb
> 0; (A10)

all ions of the ith ion-species climb beyond this potential.

The ion density at these values of the potential is given by

(twice that of Eq. (A6) to account for both the climbing and

reflected ions)

ni /ð Þ ¼ ni0vb

Dvz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dvz

vb

� �2

� 2Zie/

Aimv2
b

s24

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Dvz

vb

� �2

� 2Zie/

Aimv2
b

s 3
5: (A11)

Then, while the potential satisfies

1þ Dvz

vb
>

ffiffiffiffiffiffiffiffiffiffiffiffi
2Zie/

Aimv2
b

s
> 1� Dvz

vb
; (A12)

part of the ions are reflected before reaching these potential

values, and only the more energetic ions contribute to the

density in this regime

ni /ð Þ ¼ � ni0vb

Dvz

ð� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Zie/=Aimv2

b

p

�1�Dvz=vb

ds
sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 � 2Zie/=Aimv2
b

� �q

¼ ni0vb

Dvz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dvz

vb

� �2

� 2Zie/

Aimv2
b

 !vuut
2
64

3
75: (A13)

For higher values of the potentialffiffiffiffiffiffiffiffiffiffiffiffi
2Zie/

Aimv2
b

s
> 1þ Dvz

vb
) ni ¼ 0: (A14)

No ions reach such high potential.

The third case is when the peak of the potential, /0,

satisfies

1þ Dvz

vb
>

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Zie/0

Aimv2
b

s
> 1� Dvz

vb
: (A15)

In this case, part of the ith ion-species plasma is penetrated

and the rest is reflected. In our experiment, this situation

does not seem to apply to any of the ion species.
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