Testing the reliability of non-LTE spectroscopic models for complex ions
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ABSTRACT
Collisional-radiative atomic models are widely used to help diagnose experimental plasma conditions through fitting and interpreting measured spectra. Here we present the results of a code comparison in which a variety of models determined plasma temperatures and densities by finding the best fit to an experimental L-shell Kr spectrum from a well characterized, but not benchmarked, laser plasma. While variations in diagnostic strategies and qualities of fit were significant, the results generally confirmed the typically quoted uncertainties for such diagnostics of ±20% in electron temperature and factors of about two in density. The comparison also highlighted some model features important for spectroscopic diagnostics: fine structure was required to match line positions and relative intensities within each charge state and for density diagnostics based on emission from metastable states; an extensive configuration set was required to fit the wings of satellite features and to reliably diagnose the temperature through the inferred charge state distribution; and the inclusion of self-consistent opacity effects was an important factor in the quality of the fit.

© 2013 Published by Elsevier B.V.

1. Introduction
Spatially and spectrally resolved X-ray self-emission from hot, dense plasmas contains a wealth of information about the emitting plasma conditions: emission features that can be assigned to particular charge states and electronic configurations are direct evidence that those charge states exist in the plasma; line ratios can reveal the temperature- and density-sensitive charge state distribution and details about the atomic kinetics in particular ions; and line widths are sensitive to plasma densities and fields. While spatially and temporally resolved X-ray emission data can provide direct measurements of the emitting plasma’s dimensions and duration, spectrally resolved line emission requires the use of atomic kinetics, or collisional-radiative, models to infer bulk plasma properties such as temperature and density. Typically, these models use plasma properties (composition, temperature, density, extent, etc.) as input, predict the resultant emission or absorption spectra, and optimize the agreement between measured and modeled spectra to diagnose the plasma.

Non-Local Thermodynamic Equilibrium (NLTE) atomic kinetic models are complex, requiring a definition of the electronic energy level structure that can range in its level of detail from fine-structure states with magnetic sublevels to average-atom orbitals with fractional populations. The energy level structure can also
range in completeness from a simple structure that includes only the states that significantly contribute to emission (generally single excitations from the valence shell of each ion) to an extensive, statistically complete structure that includes many states with high principal quantum number $n$, inner-shell excitations, and multiply excited states that may not contribute much to the emission but play an important role in establishing channels for population transfer between states. At high plasma densities, models may incorporate density effects such as continuum lowering and pressure ionization. Whatever their structure, the energy levels are coupled via spontaneous, collisional, and radiation-driven processes that form a rate matrix whose solution determines the charge state balance and absolute emission intensities. The accuracy and completeness of the rate structure, too, can vary between models. Finally, the populations and radiative decay rates are used along with line profile calculations that may incorporate natural, thermal, density, instrument and/or opacity broadening to construct modeled spectra for comparison with measured data.

The difficulty of constructing reliable NLTE atomic models for complex, many-electron ions was dramatically illustrated in the results of the first NLTE code comparison workshop [1], which indicated a discrepancy of about 20 charge states among a collection of independent models for gold-electron density $N_e = 10^{23} \text{ cm}^{-3}$ and electron temperatures $T_e$ around 2 keV. In a series of follow-on workshops [2–7], this disagreement has been reduced to five or six charge states among all models and one or two charge states among the most sophisticated codes. These workshops have demonstrated the critical importance of complete dielectronic recombination channels for reliable kinetics modeling. And although diagnostically-relevant K-, L-, and M-shell spectra have been computed and compared at the workshops, the 2011 NLTE-7 code comparison workshop [7] was the first time that modelers were requested to diagnose the plasma conditions of a particular experiment based on a measured emission spectrum.

This work describes the results of the diagnostic comparison. It aims to assess the general reliability of plasma diagnostics based on atomic kinetic models by comparing the temperatures and densities diagnosed by a variety of models for a single measured L-shell emission spectrum from a well characterized, but not benchmarked, laser-produced Kr plasma. Details of the experiment [8] and description of various modeling strategies are given in Sec. 1. Brief descriptions of the models are given in Sec. 2, along with diagnosed plasma parameters and comparisons of calculated emission spectra with measured data. The concluding section offers a general discussion of modeling strategies and describes the essential features of reliable NLTE models for spectroscopic diagnostics.

2. Section 1: description of experiment and modeling strategies

A brief summary of the single laser-plasma experiment, diagnostics, and the measured data that were used for the diagnostic code comparison case are given here. More details and additional data from a variety of experiments are available in Ref. [8]. Fig. 1 illustrates the experimental setup: the plasma was created by focusing a flat-top, 1.5 ns duration, 0.53 µm, 230 J laser beam with an elliptical focal spot size of 1 mm (horizontal) by 150 µm (vertical) at the LULI2000 facility onto a Kr gas jet 750 µm from the exit of a supersonic gas nozzle. The uniform ion density profile is notionally illustrated by $\rho$ above. L-shell Kr spectra with spatial resolution along the laser axis were collected with an absolutely calibrated, time-integrating spectrometer.

![Fig. 1. Experimental schematic.](image)

The absorbed laser energy was measured by a calorimeter to be about 30% for this case. Spatially resolved, time-integrated L-shell Kr spectra were collected using an absolutely calibrated ADP crystal spectrometer with spectral resolution $\lambda/\Delta\lambda \sim 500$ and spatial resolution of 330 µm along the laser axis. Previous work [10] demonstrated that the spectral shape and intensity of keV X-ray photons in similar experiments remain fairly constant over the duration of the laser pulse. Time-resolved streaks of XUV emission spectra from 20 to 200 A were also measured. Thomson self-scattering of the incident laser beam at 130° from an observed volume of 500(height) × 200(width) × 300(depth) µm$^3$ was collected to provide an independent estimate of the plasma conditions. For the present experiment, the Thomson scattering (TS) diagnostic indicated values of $T_e \sim 170$ eV, $N_{\text{ion}} \sim 5.1 \times 10^{18} \text{ cm}^{-3}$, and an average ionization $Z^+ \sim 23$.

Although the plasma may have had spatial gradients that complicate spectral analysis and the cross-comparison of optical TS and X-ray diagnostics (see below), the extensive diagnostics provided strong constraints on the dimensions and duration of the source, an independent measurement of its ion density, and an absolutely calibrated emission spectrum. This collection of data offers a good balance for the NLTE workshop test case since it constrains the models but does not risk biasing their diagnostic results with fully characterized plasma conditions. As a result, the workshop case designed to test the consistency of diagnosed plasma conditions based on a variety of codes also elicited a variety of diagnostic inversion strategies. The workshop participants for the present experimental case used one of three different strategies: Four of the nine codes provided values only for $T_e$, using either the measured ion density of $5 \times 10^{18} \text{ cm}^{-3}$ or $N_e = Z^+ \times N_{\text{ion}} \sim 1.3 \times 10^{20} \text{ cm}^{-3}$ as fixed input and determining $T_e$ by fitting the observed charge state distribution of the experimental spectrum ($Z^+ \sim 25$). Four others provided values for both $T_e$ and $N_e$, with $T_e$ determined from the charge state distribution and $N_e$ determined by fitting the relative intensities of Ne-like lines [11,12]. The remaining code result was based on an untraditional approach using a massively multi-parameter genetic algorithm to fix the level energies and line intensities, producing effective temperatures [13] among and within the ions. Three of the eight codes that used the more traditional approaches assumed optically thin emission and five included opacity effects. The test case results and the differences among particular codes will be discussed in the next section.
3. Section 2: models, synthetic spectra, and diagnosed plasma conditions

As described in the Introduction, collisional-radiative atomic models are complex systems that can have various levels of detail, accuracy, and completeness in their energy level and rate structures. While the completeness of the energy level structure is critical for equation-of-state applications [6,14], in the context of spectroscopic analysis it is useful to categorize models according to the level of detail with which they treat the diagnostically important spectral lines and features.

The nine contributed codes for the present case can be divided rather neatly into three categories. First, there are three hydrogenic models which use nl-based superconfigurations for the level structure and approximate rates to compute the populations. All of these three of these codes then use nlf-based expansions of the nl → nl′ transition arrays to compute spectra [14–16]. These models tend to be statistically complete, with high maximum values of n and extensive multiply excited states and dielectronic recombination channels. However, they are not generally spectroscopically accurate: the positions and relative intensities of spectral lines and features can vary significantly from measured values.

At the other extreme there are three highly detailed models based on fine-structure levels nl 2S1/2 → 1S1/2 for the energy levels with relatively accurate rates [17–19]. Two additional fine-structure models contributed to another experiment in this workshop case [20,21] and are not extensively discussed here. Of the five total fine-structure models, three used data from the atomic structure code FAC [22] and two used data from HULLAC [23]. Because of the enormous number of fine-structure states for complex ions, these models tend to be less complete than the hydrogenic models. However, they tend to give much better agreement with measured line positions and relative intensities. In particular, they can provide accurate populations and line intensities for the density-sensitive metastable states in Ne-like ions that accumulate population via radiative cascades at low densities where collisional destruction is negligible [11,12].

Finally, there are three hybrid-structure codes based on combinations of fine-structure levels and relativistic (nlf) or non-relativistic (nl) configurations and superconfigurations [24–26], based on atomic data from a variety of sources [22,25,27,28]. These models tend to have both high statistical completeness and spectroscopic accuracy in predicted line positions, while the accuracy of their predictions for density-sensitive line intensities depends on whether their rate matrix retains fine-structure separation for metastable states.

The best-fit spectra from each of the nine contributed codes are given in Fig. 2 along with the experimental spectrum from the laser plasma described above. The modeled spectra have been broadened by the instrumental width and arbitrarily intensity-normalized for an overall best fit to the data. The temperatures and electron densities used to obtain the best-fit spectrum are listed next to each code’s identifier along with their diagnosed Z∗. For the codes that included opacity effects, the photopumping and line-of-sight (horizontal) plasma dimensions are also given. The mean chord in the experimental plasma, which is expected to be the appropriate length scale to use for photopumping [29], was $<X_{\text{chord}}> = 0.23$ mm and the maximum dimension along the X-ray spectrometer line of sight $X_{\text{LOS}}$ was 1 mm. Three of the five codes that included opacity effects used different values for $<X_{\text{chord}}>$. All of these codes used the escape factor approximation for photopumping and transmitted the emission along the line of sight dimension. Photopumping and transport along the nominal experimental length scales leads to a reduction of about 50% in the main 3d − 2p resonance lines relative to other lines and features in the spectrum.

The hydrogenic codes shown in Fig. 2(a) all have generally poor agreement with the highly resolved spectral features evident in the experimental data. Hydrogenic codes tend to underestimate the populations of metastable states, which are not separated from resonant states in the rate matrix. Thus, density diagnostics based on metastable line ratios are not available to these codes and they generally under-predict the relative intensities of the 3s − 2p lines even when opacity effects that preferentially reduce the 3d − 2p lines are included. Although densities might have been independently diagnosed using the absolute intensities of the measured data, all of the hydrogenic codes used the measured ion density to determine $N_\text{e}$ and the observed ionization balance to determine $T_e$. It is interesting to note that although these models were statistically complete, which is an important element of reliable calculations of $Z^*$, the three hydrogenic models contributed the extrema of the diagnosed temperature range (470 and 800 eV). The spread in diagnosed $T_e$ is due to differences in the energy level structure in the M-shell ions, with the outlying “hydrogenic 3” code assigning higher energies to the first autoionizing states in those ions. This leads to smaller excitation-autoionization rates at a given temperature so that higher temperatures are required to reach the observed Ne-like charge states.

Fig. 2(b) shows that the fine-structure codes produced spectra with generally good agreement in the positions and relative intensities of the major spectral features. The two models that used the more traditional approach to diagnostics (solving the rate matrix at given plasma conditions) obtained very similar electron temperatures (600 and 650 eV) even with densities that differed by a factor of four. The model that took an unorthodox approach to fitting the spectrum inferred an effective temperature $T_{\text{eff}} = 140$ eV using Boltzmann statistics for the level populations $(X_i = g_i \exp[-E_i/T_{\text{eff}}])$. We noted that this is very close to the 143 eV effective temperature for 7 Å transitions predicted by simple collisional-radiative balance in a two-level system at $T_e = 600$ eV and $N_\text{e} = 1.3 \times 10^{20}$ cm$^{-3}$ [30]. The two fine-structure models that took a more traditional approach obtained good fits to the data for the density-sensitive 3p − 2p electric quadrupole line [12] near 6.1 Å. Significant unresolved satellite emission features from Mg- and Al-like Kr around 6.5 and 7.1 Å are absent from all of the fine-structure models due to their limited completeness in the ion and multiply excited state structure. Finally, we note that two of these models (1 and 2) were based on data from FAC [22] and one (3) was based on data from HULLAC [23]. From the present comparison and additional analysis not detailed in this paper, it appears that both FAC and HULLAC provide high-accuracy data, with the level of configuration interaction included in the atomic structure calculations having a larger effect than the choice of code. The Los Alamos suite of codes [27,31] was found to provide similarly high-accuracy fine-structure data.

Fig. 2(c) shows that the spectral fits from the hybrid-structure models were also reasonably good. The diagnosed temperatures from the hybrid codes had a smaller spread than those among the hydrogenic codes but a larger spread than those among fine-structure codes. All of the hybrid codes provided diagnosed electron densities based on best fits to Ne-like line ratios and these densities varied by up to a factor of ten, with the codes that excluded opacity effects obtaining smaller densities. All of these models had both sufficient completeness to fill in most of the satellite emission around 7.1 Å (like the hydrogenic codes) and sufficient accuracy to match the positions of the strong resonance lines (like the fine-structure codes), although only one of these codes matched both the structure of the satellite emission features and the metastable Ne-like lines with fidelity comparable to the fine-structure codes. This underscores the importance of retaining separation in fine-structure states in the rate matrix as well as in
the emission spectrum, since averaging over the cascade and dielectronic recombination processes that populate these states destroys the non-statistical features of the populations.

The standard deviations of 20\% in $T_e$ and a factor of about two in density derived from the results of the eight codes that used one of the traditional diagnostic approaches are in line with typical accuracy estimates given for NLTE spectroscopic diagnostics. The diagnosed $Z^*$ has a 3\% standard deviation representing less than one charge state, which is better than typical agreement among codes at fixed plasma conditions. This suggests that ionization balances can be reliably determined by a variety of codes.

The radiative power loss of the experimental plasma was estimated to be about 20 TW/cm$^3$ based on the absolute intensity of the measured L-shell spectrum (which, according to the atomic kinetics models, contains about a third of the total emission) and assuming uniform emission over the duration of the laser pulse. As indicated in Fig. 2, the calculated total radiative power losses from all of the models that used $n_e > 10^{21}$ cm$^{-3}$ varied from 10 to 30 TW/cm$^3$ and scaled approximately with $n_e^2$. Given the uncertainties in the absolute calibration and modeled spectral shape, the level of agreement between the experimental loss rate and those of models that used the measured ion density is quite good and supports the use of the measured density as a given parameter. This estimate for the experimental loss rates also provides a strong consistency check for the diagnosed plasma densities.

Although the measured ion density and radiative loss rates are consistent with the conditions diagnosed by most of the codes, we note that the electron temperature and $Z^*$ measured by the Thomson scattering (TS) diagnostic are both significantly smaller than those diagnosed from the X-ray spectrum by the NLTE models. The TS $Z^*$ of 23 is well outside the range supported by the X-ray emission, which suggests that the self-scattering is sampling a cooler portion of the plasma. In Ref. [8], it was proposed that hot spots formed by laser non-uniformities might account for both the X-ray emission and the Thomson scattering data. However, the NLTE model that is most consistent with the collection of experimental data (hybrid 3, which gave excellent agreement in both absolute and relative intensities with the measured spectrum using ion densities and plasma dimensions slightly smaller than measured and $T_e = 600$ eV) would not be able to simultaneously fit

---

**Fig. 2.** Measured L-shell Kr emission spectrum (gray) and the best-fit emission spectra from nine independent NLTE atomic models. The plasma conditions associated with the fits are given after the code identifiers as $T_e$ [eV], $n_e$ [10$^{20}$ cm$^{-3}$], $Z^*$, $\langle x \rangle$ [mm], $R_{LOS}$ [mm], and total radiative loss rates [TW/cm$^3$]. "The "fine structure 3" code used a unique approach to diagnose the temperature."
all of the X-ray data using hot spots. If the hot spots were denser than the measured ion density to compensate for their smaller volume and recover the measured absolute intensities, the relative intensities of the metastable lines would decrease due to both smaller opacity effects and increasing collisional destruction of the metastable states. If, however, temperature gradients were present, both the X-ray spectrum and the XUV emission at 0.63 nm can be reasonably well matched by a uniform-density plasma that has a hot central core of 0.75 mm diameter and \( T_e \sim 600 \text{ eV} \) surrounded by a cooler annulus of outer diameter 1.1 mm and \( T_e \sim 60 \text{ eV} \). The TS diagnostic might have sampled an intermediate region.

4. Conclusions

The complexity of NLTE atomic kinetics codes for many-electron ions has made reliable spectroscopic diagnostics for emission beyond the simpler K-shell ions — and reliable NLTE calculations for EOS and radiative transport used in plasma simulations — notoriously difficult. The code comparison presented here supports conservative accuracy estimates of \( \pm 20\% \) in \( T_e \) and factors of about two in \( N_e \) for diagnostics based on fitting L-shell X-ray emission spectra. In support of the conservative nature of these estimates, we note that even smaller standard deviations of 10% in \( T_e \), 50% in \( N_e \), and 1% in \( Z^* \) were obtained for a second experimental case (4 bar, 360 J) that was modeled in the workshop but not detailed here.

In addition, this extensive comparison helps to establish the essential features of reliable collisional-radiative models and diagnostic approaches: Spectroscopic accuracy in line positions and NLTE relative intensities requires separation of fine-structure states in the calculation of both level populations and spectra. Including transitions beyond electric dipoles can provide additional density diagnostics and greater fidelity with data, and extensive configurations are required to capture unresolved satellite emission. Reliable calculations of the overall ionization balance require both statistical completeness and reasonable accuracy in the energy level structure. Opacity and gradient effects can significantly improve fits to spectral data, but their inclusion should be warranted by the entire collection of experimental data and additional experimental constraints should be introduced to prevent under-determination of the inversion. In this spirit, measured spectra ought not to be modeled in isolation: the credibility of spectroscopic diagnostics can be enormously increased by consistency checks against all available experimental data including measured radiation powers, plasma dimensions, emission duration, and emission measured from diverse spectral ranges.
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