Studies of spectral line merging in a laser-induced hydrogen plasma diagnosed with two-color Thomson scattering
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Laser-induced hydrogen plasma in the density and temperature range of (0.1–5) × 10^23 m⁻³ and (6000–20000) K, respectively, was precisely diagnosed using two-color Thomson scattering technique, inferring the electron number density, electron temperature as well as ion temperature. Simultaneously, spectra of the Balmer series of spectral lines from H-β to H-ζ were measured and plasma emission coefficient calculated within the quasicontiguous frequency-fluctuation model. The theoretical spectra are found to be in good agreement with experimental ones, including higher-density data where discrete lines were observed to merge forming a continuum.
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I. INTRODUCTION

Modification of the atomic Coulomb potential due to the charged particles in the plasma environment decreases the energy of the bound states and makes the wave functions of higher excited levels delocalized [1], with the next charge energy of the bound states and makes the wave functions of charged particles in the plasma environment decreases the opacity, and equation of state [2]. The unexpected IPD role in determining the ionization balance, charge-state distribution, opacity, and equation of state becomes energetically closer. This so-called continuum lowering or ionization potential depression (IPD) plays a key role in determining the ionization balance, charge-state distribution, opacity, and equation of state [2]. The unexpected IPD inferred in a recent study [3] has stirred intense discussion in the community, questioning the validity of widely used models [4,5]. In particular, it was argued that a completely consistent description must also take into account plasma fluctuations [6].

As with any other plasma phenomenon, IPD reveals itself through alteration of the radiative plasma properties and can be inferred by means of plasma spectroscopy [7]. Since some bound levels lose their “discrete” nature, so do the radiative transitions originating from these levels.

Indeed, the dynamic electric fields formed by the motion of charged plasma particles around a given atom perturb the atomic levels, causing not only the shift but also the broadening of the radiative transitions between them. This is commonly referred to as the plasma Stark broadening of spectral lines [8]. For a given set of plasma parameters, the effect becomes more pronounced as the principal quantum number \( n \) increases, with the “discrete” spectral lines ultimately merging into a featureless continuum. Spectroscopically, this manifests itself as a shift of the continuum radiation (specifically, the free-bound one) towards lower energies. Therefore, both IPD and line merging manifest themselves via the disappearance of discrete higher-\( n \) transitions [9]. In general, care should be taken to distinguish between them. While IPD affects the ionization balance and thermodynamic plasma properties, the merging of the discrete transitions into continuum by itself does not.

The first successful treatment of line merging is due to Inglis and Teller [10], arguing that the discrete series merge into continuum when the Stark broadening of the higher level of transition equals to the energy separation between that level and the next one in the series. The eponymous Inglis-Teller limit defines the largest principal quantum number \( n_{m} \) of a hydrogenlike or Rydberg series at which the individual energy levels are sufficiently Stark broadened to merge with one another. Assuming the linear Stark effect, the width of the energy level is proportional to the product of the typical plasma microfield [11] \( F_{0} \propto N^{2/3} \), where \( N \) is the density of the charged particles, and the atomic dipole moment \( d \propto n^{2} \) (\( n \gg 1 \)). With the energy separation between levels \( n \) and \( n+1 \), \( \Delta E_{n} \propto n^{-3} \), one obtains \( n_{m} \propto N^{-2/15} \).

In general, both ions and electrons contribute to the Stark broadening, as already discussed in the original study [10]. There are certainly more issues to consider, especially at higher densities [12]. A crucial nontrivial assumption in the derivation of the limit is the linear Stark effect. Indeed, with \( n \) and/or \( N \) increasing, the size of the atomic orbitals \( a_{n} \propto n^{2} \) approaches the interparticle distance \( r_{0} \propto N^{-1/3} \).
causing nonlinear terms due to mixing of states with different \( n \)'s and contribution of higher poles in the multipole expansion \([13–15]\), field ionization \([16–19]\), and penetrating collisions \([20–22]\) to grow in importance. Equating \( a_n \) and \( r_0 \), one gets \( n' \propto N^{-1/6} \), and the same dependence follows from the field-ionization consideration, equating the classical ionization field \( F_i \propto n^{-3} \) (e.g., Ref. [23]) and \( F_0 \). Note that \( n' \propto N^{-1/6} \) is quite close to the Inglis-Teller \( n_0 \propto N^{-2/15} \).

However, a refinement of the Inglis-Teller limit itself is not sufficient to accurately model the entire spectrum of a spectroscopic series, i.e., the shapes of the individual discrete lines and a smooth transition to the free-bound continuum, preserving the oscillator strength density \([24]\). Notably, the equivalence of analytical expressions for the oscillator strength of the bound-bound and free-bound radiation in hydrogen was pointed out by Menzel and Pekeris \([25]\) long ago. There are various approaches to this problem, producing, in general, different results (e.g., see Refs. \([24,26–31]\) and references therein).

Evidently, experimental spectra of an accurately diagnosed plasma can provide benchmark data for validating theoretical models. Although IPD and line merging are often discussed in the context of prominently transient \([32]\) and degenerate \([33]\) high-energy-density (HED) matter, the basic physics behind them is universal and can be investigated in moderate-density plasmas, with the advantage that precision diagnostics of such plasmas is less challenging. To this day, the emission measurements of the hydrogen Balmer series by Wiese \([34]\) remain the benchmark against which many theoretical calculations are compared. However, the electron density and temperature there were also obtained using emission data (based on the absolute line and continuum intensities), absolute line and continuum intensities. Moreover, no information was available on the temperature of the heavy particles. On the other hand, the ion temperature also affects the Stark broadening due to the ion dynamics \([35]\) and ion coupling effects \([36]\).

In this study, we present new experimental results regarding the Balmer series spectral lines and their transition to the continuum. Here, plasma properties were inferred independently of the emission spectra, based on the two-color Thomson scattering (TS) method \([37]\), providing the electron density \( N_e \) and temperature \( T_e \), and the ion temperature \( T_i \) in a single measurement. In spite of the fairly complex phenomena involved (described above), the measured spectra are shown to agree with the theoretical ones based on a simple semiempirical model with virtually no free parameters. This outcome adds credibility to the model to be considered for diagnostics of similar or even higher-energy-density plasmas, and provides an important insight for ab initio theoretical calculations yet to be developed.

II. THEORETICAL MODEL

A. Discrete lines

The shapes of individual lines are calculated within the quasicontiguous frequency-fluctuation model (QC-FFM) \([38]\). Briefly, the Stark pattern of a high-\( \Delta n \) H-like line between levels with the principal quantum number \( n \) and \( n' \) in the static electric field \( F \) can be represented by a rectangular shape within the quasicontiguous (QC) approximation \([39]\):

\[
I_{\text{ne}}(\omega) = \begin{cases} \frac{r^{(0)}_{\text{ne}}F}{2\pi n_0 F} & \text{for } |\omega| \leq \alpha_{\text{ne}} F \\ 0 & \text{for } |\omega| > \alpha_{\text{ne}} F \end{cases},
\]

where \( r^{(0)}_{\text{ne}} \) is the total line intensity \([40]\), and \( \alpha_{\text{ne}} \) is the linear-Stark-effect coefficient of the radiator with the core charge \( Z \)

\[
\alpha_{\text{ne}} = \frac{3}{2 \bar{z}} (n^2 - n'^2)
\]

(throughout this section, atomic units are used, i.e., the electron mass \( m_e \), the elementary charge \( e \), the reduced Plank constant \( \hbar \), and the Coulomb constant \( 1/(4\pi\epsilon_0) \) are all assumed unity).

Applying the frequency-fluctuation model (FFM) \([41,42]\) to the QC approximation, the line shape broadened by a one-component plasma (OCP) is given by a universal functional \([38]\)

\[
L(\bar{v}; \bar{\omega}) = \frac{1}{\pi} \frac{J(\bar{v}; \bar{\omega})}{1 - \bar{v} J(\bar{v}; \bar{\omega})},
\]

with

\[
J(\bar{v}; \bar{\omega}) = \int_0^\infty d\tau \exp[-f(\tau) - i(\bar{\omega} - \bar{v})\tau].
\]

Here, the area-normalized line shape \( L \) is expressed as a function of the dimensionless reduced detuning \( \bar{\omega} = \omega/\Delta_0 \) and \( \bar{v} \), a single parameter related to the typical frequency of the microfields in the radiator-perturber center-of-mass frame \([23]\)

\[
w_{\text{dyn}} = \sqrt{\frac{kT_p}{m_p} + \frac{kT_i}{m_r} \left( \frac{4\pi N_r}{3} \right)^{1/3}}
\]

via

\[
\bar{v} = \frac{1}{2} \frac{w_{\text{dyn}}}{\Delta_0} + \frac{1}{20} \left( \frac{w_{\text{dyn}}}{\Delta_0} \right)^2,
\]

where the second term is a semiempirical correction to recover the impact limit \([8]\), \( Z_p, N_p, m_p, \) and \( T_p \) are the charge, density, mass, and temperature of the OCP particles; \( m_r \) and \( T_r \) are the mass and temperature of the radiator. The normal detuning \( \Delta_0 \) in several expressions above is defined as

\[
\Delta_0 = \alpha_{\text{ne}} F_0,
\]

where \( F_0 = 2\pi (4/15)^{2/3} Z_p N_p^{2/3} \) is the Holtsmark normal field strength \([11]\).

B. Microfield distribution

An essential ingredient of QC-FFM is \( f(\tau) \) [see Eq. \((4)\)], which is the characteristic function of the probability distribution of the plasma microfield magnitudes \( \beta = F/F_0 \)

\[
W(\beta) = \frac{2}{\pi} \beta \int_0^\infty x \sin(\beta x) \exp[-f(x)] dx
\]

(for an ideal plasma \( f(x) = x^{3/2} \), corresponding to the Holtsmark distribution \([11]\)). For a neutral radiator in a weakly coupled plasma, one seeks \( f(x) \) in the form of \( f(x) = x^{3/2} \psi_I(x) \) \([43]\), with \( \psi_I(x) \) conveniently expressed
as a series of $v \propto \sqrt{\Gamma_p x}$ [44], where $\Gamma_p$ is the coupling parameter:

$$\psi_1(x) = 1 + b_1 v + b_2 v^2 + \cdots.$$  \hspace{1cm} (9)

In fact, it was found that an inverse series

$$\psi_1(x) \approx 1/(1 + a_1 v + a_2 v^2),$$  \hspace{1cm} (10)

with $a_1 = -b_1$ and $a_2 = -b_2 + a_1^2$, has a wider convergence range while numerically evaluating Eq. (4). The actual expression used is

$$\psi_1(x) = 1/(1 + 1.295\sqrt{\Gamma_p x} + 0.606\Gamma_p x).$$  \hspace{1cm} (11)

In Fig. 1 we demonstrate that this approach reproduces the microfield distribution obtained using molecular-dynamics simulations [45] within 5% even for the rather significant plasma coupling on the order of unity. The agreement is much better for the lower values of plasma coupling that were attained in the experiment described here.

Equations (3), (4), and (11) give the shape of a discrete line due to a single plasma species (either electrons or ions). The total line shape is obtained by performing a convolution of the two.

C. Recombination continuum and the total spectrum

The calculations are carried out for the Balmer series going up in $n$ until the Stark full width at half-maximum (FWHM) exceeds the distance to the next level (thus, similar in spirit to the Inglis-Teller considerations). The shape $L_{nm}(\omega)$ of this last bound-bound transition is used to convolve with the free-bound (recombination) spectrum assumed to begin at $\omega_{nm}$ placed right between the positions of the $n$th and $(n+1)$th lines of the series. This approach is similar to the one described by Iglesias and Griem [46].

The free-bound intensity to level $n$ ($n = 2$ for the Balmer series) is calculated using the Kramers’s formula with the Gaunt-factor correction $g^{(n)}$:

$$I_n(\omega) = \frac{2\alpha^3}{3\sqrt{3\pi \hbar^3}} e^{-\omega/k_B T} g^{(n)} \approx I_n^{(0)} e^{-\omega/k_B T}.$$  \hspace{1cm} (12)

Here, $\alpha \approx 1/137$ is the fine-structure constant. In general, $g^{(n)}$ is a function of $\omega$, but it varies only weakly around the recombination threshold [47]. For the present study, therefore, a constant value $g^{(n)} = 480\sqrt{3\pi / e^8} \approx 0.8762$ [47] is used (note that $e$ in the last expression is the base of the natural logarithm).

Thus, except for the thermodynamic Boltzmann factor, $I_n$ is a step function and its convolution with the Stark broadening function $L_{nm}$ is simply

$$I_n(\omega) = I_n^{(0)} \left[ \frac{1}{2} + \int_0^{\omega - \omega_{nm}} L_{nm}(x) dx \right]$$  \hspace{1cm} (13)

(recall that $L_{nm}$ is area normalized by unity and note that the upper limit of the integral may be negative).

Finally, the total spectrum starting from H-$\beta$ and up is

$$I(\omega) = \left[ \omega^4 \sum_{n=4}^{n_0} \frac{I_n^{(0)}}{\omega_{nn}^4} \right] L_{nm}(\omega) + I_n(\omega) e^{-\omega/k_B T},$$  \hspace{1cm} (14)

where common, “trivial” $e^{-\omega/k_B T}$ and $\omega^4$ dependences [48] are factored out [the latter only for the bound-bound transitions, since it is already implicitly included in $I_n(\omega)$]. For brevity, the lower-level index $n = 2$ was dropped in $I_n^{(0)}$ etc. Note that this expression assumes that all electron states—bound and free alike—are in the local thermodynamic equilibrium (LTE). This will be discussed in Sec. V.

III. EXPERIMENTAL SETUP

A simplified scheme of the experimental setup is presented in Fig. 2. A vacuum chamber was evacuated below 0.01 mbar and then filled with pure hydrogen at 1000 mbar. Plasma was created in the center of the chamber by focusing a second harmonic (λ = 532 nm) Q-switched Nd:YAG laser pulses (9.0 ns duration, 10 Hz repetition rate and 30 mJ) with an 75 mm focal length aspheric lens. The laser spots of about 46 μm in diameter resulted in a laser fluence of about 625 J/cm². All experimental parameters were matched to obtain shot to shot reproducible plasma plumes. For laser scattering experiments, a different, single-mode ($\delta \lambda < 0.5$ pm at 1064 nm, 6 ns duration, 10 Hz repetition rate) Nd:YAG laser was applied. Pulses generated from this laser were split into two, to pump the second and third harmonic generators. The resulting pulses of 532 nm and 355 nm were attenuated to energies of 1 mJ and 2 mJ, respectively, using Rochon prism polarizers and appropriate half-wave plates and then combined with a dichroic mirror. These probe laser beams, focused to spots of about 60 μm in diameter in the plasma volume, were propagating orthogonally to the pump, plasma generating one, and were polarized perpendicularly to the direction of observation. The delay between pump and probe pulses was controlled by a digital delay pulse generator with accuracy as good as 200 ps.

The plasma and laser-scattering (LS) light were observed perpendicularly to the laser beams by imaging the investigated area of plasma onto the entrance slit of a Czerny-Turner spectrometer (750 nm focal length, 0.502 nm/mm maximal reciprocal dispersion) with a magnification factor of 1.2. Plasma imaging was accomplished in the zeroth order of the spectrometer with a fully open entrance slit. Such imaging allowed for the verification of plasma reproducibility as well
FIG. 2. Scheme of the experimental setup and the geometrical configuration of light beams (a), images of laser-scattering spectra at 355 nm (b) and 532 nm (c), and of plasma emission spectra (d) as recorded for a delay of 350 ns between the pump and probe laser pulses. The intensities of the optical signals are presented on a logarithmic scale. The white color in the images of the spectra does not mean the saturation of the ICCD, but only results from scaling the intensities in such a way that as much detail as possible of these spectra is noticeable.

as selecting the appropriate layer for further investigations.

LS light and plasma emission spectra were recorded in the range from 6.65 nm to 106.4 nm (depending on the selected grating), with the entrance slit width being 50 μm and 20 μm, respectively. The instrumental profile, especially important for line profile measurements, was determined using different CW laser sources and is well approximated by the pseudo-Voigt function. The spectral sensitivity of the experimental optical and detection systems was determined using a calibrated halogen-deuterium lamp, while self-absorption of the studied spectral lines was verified with the back-reflecting mirror method [49]. This method consists in illuminating the plasma with its light reflected from a flat mirror placed behind the plasma column, at the opposite side to the spectrometer. An additional lens is placed between the mirror and the plasma in such a way that an image of the plasma is formed on the mirror surface. When reflected back, it coincides with the original plasma plume. Comparing the spectra recorded with and without the back mirror, the global reflectance spectrum of the mirror can be determined, which is related to the absorption spectrum of the plasma.

Optical signals were recorded with a gated two-dimensional intensified charge-coupled device (ICCD) camera mounted in the focal plane of the spectrometer. The ICCD was synchronized to the pump and probe pulses in case of emission and LS measurements, respectively. To improve the signal-to-noise ratio of TS spectra, the ICCD gate width was as short as 9 ns. Subsequently, emission signals were recorded with the gate width set to about 3% of the respective delay time between the pump and probe laser pulses, e.g., at 15 ns for a 500 ns delay, to probe quasistationary plasma. The emission and LS spectra were averaged over 10000 and 50000 laser shots, respectively, and were studied in the time interval (time delay) from 60 ns to 700 ns after the pump pulse. A very large number of averages in the case of TS measurements was due to very low energy of the probe pulses to avoid potential plasma heating in the inverse bremsstrahlung process.

Images of LS and plasma emission spectra, recorded in the experiment for a delay of 350 ns, are shown in Fig. 2. These spectra are already corrected for the dark current of the CCD matrix and the spectral sensitivity of the experimental system. It should be emphasized that the presented LS spectra are of high spatial resolution, limited only by the size of the probe laser beams in the interaction area, while the emission spectra are integrated along the observation direction and require further processing, i.e., inverse Abel transformation to recover the radially resolved spectra, corresponding to LS ones. These two LS spectra are composed of two distinct sidebands corresponding to the electron feature of Thomson scattering and indicate here the partially collective character of the TS process. Moreover, a decrease in their shifts and widths, as we move away from the center of the plasma, indicates a rapid decrease in the electron density and electron temperature. Much stronger central parts of these spectra, at the wavelengths of the probe lasers, include both the ionic feature of TS and the Rayleigh scattering signals.

IV. RESULTS

A. Plasma diagnostics by two-color Thomson scattering

For hydrogen plasma diagnostics, we applied the two-color laser Thomson scattering (2CTS) method [37]. Compared to the single-wavelength TS, 2CTS also provides information about the ionic temperature apart from the electron temperature and the electron density. Unlike emission methods, TS is generally free of assumptions about the thermodynamic equilibrium of plasma and its chemical composition, and the results are characterized by high spatial resolution in all directions. The single-wavelength TS method has recently been used for plasma diagnostics in studies aimed at verifying the calculations of the Stark profiles of the He [50], Li [51], and Ar [52] spectral lines. In turn, Tomita et al. [53] and Crintea et al. [54] used TS for comparative studies of plasma diagnostics obtained with newly developed emission methods applied for blasted arcs and inductively coupled plasmas, respectively.
In TS, the power scattered about the scattering angle $\theta$ (see Fig. 2) and within the frequency range $d\omega$ as a function of the frequency shift $\omega = \omega_s - \omega_r$ is given by

$$\frac{dP_r(\omega)}{d\omega} d\omega = \eta P_l \Delta \Omega N_e \frac{d\sigma_T}{d\Omega} S_T(\mathbf{k}, \omega) d\omega,$$

where $\eta$ is the wavelength dependent efficiency of the optical and detection systems, $P_l$ is the average power of the incident laser beam, $L$ the length of the scattering volume, and $\Delta \Omega$ the detection solid angle. Furthermore, $N_e$ is the electron number density while $d\sigma_T/d\Omega = \sigma_T^2(1 - \sin^2 \theta \cos^2 \varphi)$ is the differential cross section for the Thomson scattering of an electromagnetic wave by a free electron with $r$, classical electron radius. The spectral distribution of the scattered photons is described by the spectral density function $S_T(\mathbf{k}, \omega)$ depending on the scattering geometry, laser wavelength, and plasma properties. For plasmas with Maxwellian velocity distribution, the spectral density function, under the Salpeter approximation can be written as \[55,56\]

$$S_T(\mathbf{k}, \omega) d\omega = S_e(\mathbf{k}, \omega) d\omega + S_i(\mathbf{k}, \omega) d\omega$$

$$\approx \left| \frac{1}{1 + \alpha^2 W(x_e)} \right|^2 \frac{\exp(-x_e^2)}{\sqrt{\pi}} d_x e$$

$$+ Z \alpha^4 \left| \frac{1}{1 + \alpha^2 + \alpha^2 Z(T_e/T_i) W(x_i)} \right|^2 \exp(-x_i^2) d_x i.$$  

(16)

Here, $x_e = \omega/(kv_e)$ and $x_i = \omega/(kv_i)$, where $v_e,i = \sqrt{(2k_B T_e,i/m_e,i)}$ is the thermal mean velocity of electrons (e) or ions (i), $Z$ is the charge number of the ion while $W(x)$ is the plasma dispersion function. The scattering parameter

$$\alpha = 1/(k\lambda_D) = \frac{\lambda_L}{4\pi \sin(\theta/2)} \sqrt{\frac{N_e e^2}{\varepsilon_0 k_n T_e}}$$

(17)

with $\lambda_D$, electron Debye length and $\lambda_L$, laser wavelength. The scattering wave vector $\mathbf{k} = \mathbf{k}_e - \mathbf{k}_i$, where $\mathbf{k}_e$ and $\mathbf{k}_i$ are the wave vectors of the incident laser beam and the observed scattered light, respectively. Two terms of Eq. (16), after Salpeter approximation, are called, the electron and ion features and their spectra take on different shapes depending on $\alpha$.

In order to determine the electron number density and electron temperature, the electron parts of the two TS spectra (recorded successively for laser wavelengths of 355 nm and 532 nm), originating from a specific region of the plasma and for a fixed delay, were simultaneously fitted by the resulting spectral density function that is, the convolution of the appropriate spectral density functions with the apparatus one

$$S_e(\omega) \equiv \left[ S_e(\mathbf{k}_L = \mathbf{k}_{355}) + S_e(\mathbf{k}_L = \mathbf{k}_{352}) \right] \ast f(\omega).$$

(18)

The results of fitting to the corresponding TS spectra for the on-axis ($z = 0.0 \, \text{mm}$) plasma and for the delay of 180 ns, are presented in Fig. 3.

The total, frequency integrated, amplitude of the spectral density function of TS spectrum is expressed as \[56\]

$$S_T(\mathbf{k}) = \int S_T(\mathbf{k}, \omega) d\omega = S_e(\mathbf{k}) + S_i(\mathbf{k})$$

$$= \frac{1}{1 + \alpha^2 + (1 + \alpha^2)(1 + \alpha^2(1 + Z T_e/T_i)).}$$

(19)

Its ion part directly depends on the $T_e/T_i$ ratio, which is used to measure the ion temperature provided $N_e$ and $T_i$ are already known. The amplitude of $S_T$ particularly strongly varies with $T_e/T_i$ for $\alpha \gg 1$, i.e., for at least partially collective scattering, which is the case of our plasma conditions under study.

The ion component of TS occurs in the central part of the scattering spectrum (at wavelength of the probe laser) and is two orders of magnitude narrower than the electron one \[57\]. Therefore, these two components are in principle easily distinguishable and separable. However, the very small spectral width of the ion component and its overlap with the Rayleigh scattering (RS) signal, which inherently accompanies TS, is a major experimental challenge. To separate TS and RS contributions, and then to determine the ion temperature, we applied the 2CTS method using two probe lasers of significantly different wavelengths and leveraging the wavelength dependence of the RS and TS signal cross sections \[37\].

2CTS plasma diagnostics can be explained as follows. For a given wavelength of the probe beam, the ratio of the total power of LS in plasma to LS in the reference medium (H2 gas at 294 K room temperature and 1000 mbar pressure) is

$$R_s = \frac{dP_r/d\Omega + dP_a/d\Omega}{dP_{Hi}/d\Omega}$$

$$= \left( \frac{N_e}{N_{Hi}} \right) \left( \frac{d\sigma_{Te}(\lambda)}{d\Omega} \right)^{-1} \left( \frac{d\sigma_T}{d\Omega} \right) [S_e(\mathbf{k}) + S_i(\mathbf{k}, T_e/T_i)]$$

$$+ \left( \frac{N_{Hi}}{N_e} \right) \left( \frac{d\sigma_{Te}(\lambda)}{d\Omega} \right)^{-1} \tilde{\sigma}_T(\lambda).$$

(20)
TABLE I. Parameters of 2CTS configuration and physical constants applied and used in our experiment and calculations.

| Probe laser wavelengths, $\lambda_L$ | 355 nm and 532 nm |
| scattering angles, $\theta = \varphi$ | 90° |
| differential TS cross section, $d\sigma_{TS}/d\Omega$ | $7.941 \times 10^{-30}$ m$^2$/sr |
| differential RS cross section on Ar [58], | |
| $d\sigma_{RS}/d\Omega(355 \text{ nm})$ | $2.86 \times 10^{-31}$ m$^2$/sr |
| $d\sigma_{RS}/d\Omega(532 \text{ nm})$ | $5.46 \times 10^{-32}$ m$^2$/sr |
| differential RS cross section on H$_2^*$ | |
| $d\sigma_{TS}/d\Omega(355 \text{ nm})$ | $7.21 \times 10^{-32}$ m$^2$/sr |
| $d\sigma_{RS}/d\Omega(532 \text{ nm})$ | $1.33 \times 10^{-32}$ m$^2$/sr |
| number density of H$_2$ molecules at reference conditions, $N_{H_2}$ | $2.463 \times 10^{25}$ m$^{-3}$ |

$^*$Values determined in this work by measuring and comparing the respective Rayleigh scattering signals for hydrogen and argon.

In the Rayleigh scattering process, assuming Knudsen regime with LS spectra of the Gaussian type, the total power scattered by atoms and/or molecules into the solid angle $d\Omega$ is given by

$$dP(\lambda)/d\Omega = \eta P L \Delta \Omega \sum_j n_j \sigma_{\Omega,j}(\lambda),$$

(21)

where $n_j$ is the number density of specific particles while $\sigma_{\Omega,j}$ is the effective differential cross section for scattering on these particles in a given direction, and is defined as

$$\sigma_{\Omega,j}(\lambda) \equiv \sum_k q_{jk} \sigma_{\Omega,k}(\lambda)/d\Omega.$$

(22)

In the above equation, $q_{jk}$ denotes the fraction of the $j$th species in the $k$th state, while $d\sigma_{\Omega,k}/d\Omega$ is the corresponding Rayleigh differential cross section. In the investigated hydrogen plasma, only hydrogen atoms in their ground and excited states significantly contribute to the RS signal.

Based on the predetermined electron number density and temperature, and by measuring the relative scattering signals $R_k$ for two probe laser beams, the solution of the system of two equations of the form of Eq. (20) yields $T_e$ and the magnitude of the Rayleigh contribution measured by the product $N_{H_2} \cdot \sigma_{\Omega,j}$. All physical constants and experimental parameters used in our calculations are collected in Table I. In this work, the required differential cross sections for Rayleigh scattering on the reference molecular hydrogen gas were determined against the corresponding differential cross sections for argon given by Thalman et al. [58]. For this purpose, the respective Rayleigh scattering signals were recorded and then compared.

The results of plasma diagnostics by 2CTS method show a homogeneous distribution of its parameters ($N_e$, $T_e$, and $T_i$) in the near-axis area with a radius of about 0.2 mm. For studies on hydrogen plasma emission spectra, only this central, homogeneous part of the plasma column was further considered.

The uncertainties of the derived plasma parameters were evaluated based on the statistical uncertainties of the fitted spectral density function [Eq. (18)] and on the total intensities of TS and RS spectra. In the case of our transient plasma, the electron number density is subject to larger fluctuations than the electron temperature due to its larger spatial gradient and faster decay [57,59]. The final values of the plasma parameters, obtained for the plasma axis and for the considered delays, along with their uncertainties, are presented in Table II.

### B. Plasma emission spectra

Images of laterally integrated emission spectra of hydrogen plasma were first corrected for the dark current of the ICCD and smoothed using the Savitzky–Golay filtering. By applying the procedure described in Ref. [49] no evidence was found indicating clear self-absorption of the investigated spectral lines. It was inferred based on the reflectance coefficient of the back mirror, which showed no wavelength dependence in the investigated spectral range in contrast to the H-α region. This line undergoes quite significant self-absorption, especially at shorter delays, i.e., in hotter plasma with higher electron density. Therefore, all investigated spectra were treated as originating from an optically thin medium. Radially resolved spectra were then retrieved applying the inverse Abel transformation [59,60] and only those coming from the central (near axis) homogeneous zone of the plasma column were further considered.

The resulting spectra contain the Balmer series hydrogen lines as well as continuum plasma radiation and are shown in Fig. 4.

The figure also shows the theoretical spectra calculated for the plasma parameters as derived using the 2CTS method and then convolved with instrumental profiles. The theoretical spectra were augmented by adding a background linearly dependent on the wavelength. This background approximates a sum of all sources of continuum radiation except for the Balmer recombination spectrum, which is explicitly included in Eq. (14). The two parameters of the background function as well as the total scaling factor were varied to minimize $\chi^2$ while superimposing the experimental and theoretical spectra.

### V. DISCUSSION

Except for the 700-ns delay case that is discussed below, the calculations reproduce the measured spectra very well, in particular, the phenomenon of line merging below the Balmer limit. The only statistically significant disagreements between the measured and calculated spectra are seen in the central part of H-β. However, this is expected. The QC approximation [39] is derived assuming $\Delta n \gg 1$, which, among the transitions measured, is least justified in the case of H-β ($\Delta n = 2$).
In particular, QC cannot by definition reproduce the central dip in the Stark profile of this line. The measured H-β shapes do feature the familiar two-peak structure (see the inset at 180 ns) with a noticeable asymmetry at higher densities due to the nonlinear Stark effect (e.g., see Refs. [13,14]). A detailed analysis of individual lower-n transitions will be given elsewhere [37].

As already mentioned, in the spectra calculated using Eq. (14), LTE level populations were assumed. For the hydrogen plasma with the electron temperature on the order of 1 eV as in the present study, this implies the electron density in excess of $10^{23}$ m$^{-3}$ (e.g., see Eq. (7.75) in Ref. [7]). However, even for lower densities the relative populations of the excited bound levels as well as the ionized charge state are very well described by the Boltzmann exponent, i.e., they are in the partial LTE. This is demonstrated in Fig. 5, where the ratios of the level populations in a collision-radiative equilibrium [61] to their respective LTE values are shown. Therefore, although in absolute units Eq. (14) is not always justified, multiplying it by a constant factor to fit the experimental results (as done in the present study) is.

Another assumption made is the thermal equilibrium between hydrogen atoms and protons, i.e., $T_r = T_i$. An equilibrium of this type is much more likely than between ions and electrons due to the much greater energy exchange in a single atom-proton collision than in the atom-electron one. Nevertheless, it is possible that the temperature of neutral hydrogen differs from that of protons due to the incomplete thermalization of the plasma. This would affect the line broadening due to the Doppler and Stark effects, the latter through the microfield frequency, Eq. (5). However, these two possible minor inaccuracies also partially cancel out. For example, $T_r < T_i$ would yield a smaller Doppler broadening (which is anyway small compared to the Stark width), while the lower microfield frequency would result in a small increase of the Stark broadening of high-n transitions [38]. The total uncertainty in the line widths due to the incomplete equilibrium of the heavy particles is estimated to be $\lesssim 2\%$ under the whole range of the experimental conditions.

The minor but systematic differences between the calculated and measured line widths in the 700-ns case are attributed to the influence of neutral perturbers. The plasma at

![FIG. 4. Experimental (dots) and theoretical (lines) spectra of the hydrogen Balmer series as observed and calculated at different time delays of the laser-induced plasma in hydrogen at pressure of 1000 mbar.](image)

![FIG. 5. Steady-state level populations relative to the LTE values for plasma conditions inferred in the experiment at different time delays (given in the legend). For clarity, bound levels up to $n = 7$ are shown. The rightmost data points in each series correspond to the bare nucleus.](image)
such a long delay is very weakly ionized, and, therefore, the growing importance of the neutrals becomes noticeable. Although, as mentioned above, the properties of neutral species were not investigated in the present work, their effect on the line profile can be estimated. Assuming that the density and temperature of the neutral hydrogen in the plasma correspond to the initial gas density and $T_i$, respectively, the sum of the resonance and Van der Waals broadenings (e.g., see Chap. 4.8 of Ref. [7]) is consistent with the observed discrepancies within a factor of two.

In the present study, the difference between $T_e$ and $T_i$ turned out to be moderate or none within the uncertainty limits when the density was high and hence, the continuum lowering most pronounced. However, this was not obvious \textit{a priori}. In fact, in many HED plasmas determining $T_i$ is a highly challenging task undertaken because of its crucial importance [62]. To demonstrate the possible inaccuracy that may result from a wrongly determined $T_i$, in Fig. 6 we show a calculated spectrum assuming a hypothetical value of $T_i$, which is significantly lower than the experimentally inferred one at the delay of 60 ns. In this case, the agreement with the measured spectrum is evidently worse—measured by as much as the 150% increase in the value of the reduced $\chi^2$. This effect is mostly due to the smaller line broadening. To compensate for this narrowing and restore the goodness of the fit, one would need to assume a higher $N_e \approx 6.5 \times 10^{23} \text{m}^{-3}$, which is 40% above the real value.

VI. SUMMARY AND CONCLUSIONS

We have presented experimental and theoretical studies of the Balmer series line spectra and their merging into continuum in laser-induced hydrogen plasma of moderate electron number density in the range from $10^{22} \text{m}^{-3}$ to $5 \times 10^{23} \text{m}^{-3}$.

The plasma was diagnosed by the two-color Thomson scattering method, independently of emission spectra and free of assumptions about the plasma equilibrium. The inferred electron number density, electron temperature, as well as the ion temperature are spatially and time resolved. Simultaneously, plasma spectra were recorded, and their spatial distributions were retrieved using the inverse Abel transformation procedure.

The line-shape calculations in the discrete-spectrum domain were performed within the quasicontiguous frequency-fluctuation model, carried out until the Stark FWHM exceeded the distance to the next level. Plasma electrons and ions were treated on an equal footing in the model. The recombination spectra are found to be in good agreement, including the region where the discrete lines and the continuum emission merge.

We believe that the experimental data, including very reliable plasma parameters, may serve as the benchmark against which theoretical calculations are compared, similarly to the data presented by Wiese \textit{et al.} [34]. We also believe that the same calculational approach can be applied to model the spectra of hydrogenlike ions or Rydberg series of any species, providing efficient density diagnostic of laboratory and space plasmas.
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