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Abstract
The National Ignition Facility (NIF) diagnostic instrument manipulator (DIM) - based high
resolution (dHIRES) x-ray spectrometer was used to measure the time evolution of the electron
density (ne) and temperature (Te) in the hot spot of four NIF compressed capsules with 25 ps
time resolution during the ‘stagnation’ phase. The electron density was inferred by comparing
the measured Stark broadening of the krypton (Kr) Heβ spectral complex with theoretical calcu-
lations that include ion dynamic effects, and the electron temperature was inferred by comparing
the measured ratio of the intensity of a dielectronically excited Li-like Kr line to the intensity of
the Kr Heβ resonance line with calculations using the spectroscopic collisional radiative atomic
model (SCRAM) and CRETIN collisional-radiative models. The inferred, time averaged ne
values mainly agree with ne values from neutron diagnostics within uncertainties, but the neutron
time-of-flight values of T ion are consistently higher than dHIRES Te values by 200–700 eV.
The dHIRES measurements and measurement techniques, method of uncertainty analysis,
and discussion of comparisons with measurements from neutron diagnostics are presented.

Keywords: x-ray, spectroscopy, inertial confinement fusion, plasma parameters

(Some figures may appear in colour only in the online journal)

1. Introduction

In laser driven inertial confinement fusion (ICF) the fuel is
contained inside a capsule which is rapidly heated and spher-
ically compressed by a powerful laser driver to a stagnated
plasma in a central ‘hot spot’ with fusion relevant density
and temperature conditions [1, 2]. The compression process

∗
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converts pressure times change in volume (PdV) work to
internal energy and, ultimately, into thermal energy, heating
the fuel, and the fuel density is greatly increased owing to
a large decrease in the volume of the capsule. In the stag-
nated phase the conditions are still evolving due to the con-
tinued conversion of mechanical energy to thermal energy;
therefore, accurate time resolvedmeasurements of the hot-spot
plasma parameters are important for assessing the implosion
performance toward understanding how to achieve ignition
[2, 3].
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The temperature and pressure in an ignition capsule near
the stagnation time indicate the quality of the implosion [4].
Most current techniques for measuring hot spot temperature
and density are time-integrated and, therefore, do not elucidate
the evolution of the hot spot parameters during the stagnation
phase. Presently, the pressure is deduced from neutron-based
measurements of the temperature and density [5, 6]. The ion
temperature, T ion, is typically measured from the neutron Dop-
pler broadening, which is complicated by plasma flows [7, 8].
The density is deduced from T ion, the neutron yield, the size
of the hotspot, and the duration of the burn, assuming uniform
plasma conditions [9]. The electron temperature is inferred
from the x-ray continuum spectrum by multiple detectors
with absorber foils of different thicknesses [10, 11] or, more
recently, by using a highly annealed pyrolytic graphite conical
crystal spectrometer (ConSpec for continuum spectrometer)
[12, 13] recording the continuum spectrum dispersed onto an
image plate (IP). The ConSpec spectrometer is designed to
ultimately provide a time history of Te by recording the spec-
tra on the photocathode of an x-ray streak camera, but it has
only been used to date in the time-integrated mode.

To provide time-resolved measurements of the electron
temperature and density of the hot spot during the stagnation
phase, a moderately high resolution (E/∆E ∼ 1300), abso-
lutely calibrated, time resolving x-ray spectrometer [14, 15]
has been installed at the National Ignition Facility (NIF) and
has been operated during four NIF shots. The electron temper-
ature, Te, and density, ne, were measured with x-ray spectro-
scopy by doping a surrogate capsule with a very small amount
of krypton (Kr) gas. Because the hot spot likely equilibrates
quickly, Te = T ion, a measurement of Te can be used to check
the neutron measurements of T ion. Another goal in fielding
the new, high resolution spectrometer was to benchmark in
deuteron-deuteron (DD) implosions the continuum spectro-
meter (ConSpec [12]) which was built to measure the electron
temperature in an igniting capsule (which has no Kr) from the
slope of the continuum x-ray emission.

Preliminary results of some of the measurements made
for three of the four NIF shots have been provided by Gao
et al [2]. The spectrometer is called diagnostic instrument
manipulator (DIM) - based high resolution (dHIRES), for the
Diagnostic Instrument Manipulator (DIM) HIgh RESolution
spectrometer, and provides time-resolved measurements of Kr
Heα (1s2–1s2p) and Heβ (1s2–1s3p) spectra with a time resol-
ution of approximately 25 ps. The purpose of the spectrometer
is to provide a measurement of electron density (ne) and tem-
perature (Te) in the hot spot of compressed NIF capsules, in
order to provide improved physics understanding of the implo-
sions and to corroborate the time-integrated measurement of
ion temperature (T ion) and electron density inferred from neut-
ron diagnostics [9]. With dHIRES, electron density is inferred
by comparing the measured Stark broadening [16–20] of the
Kr Heβ spectral complex with theoretical calculations, which
include ion dynamic effects [21], of Stark broadening of the Kr
Heβ spectral complex, and the electron temperature is inferred
by comparing the measured ratio of intensity of a dielectronic-
ally excited Li-like Kr line to the intensity of the KrHeβ reson-
ance line with calculations using the spectroscopic collisional

radiative atomic model (SCRAM) [22] and CRETIN [23]
collisional-radiative (CR) models.

2. Methods

2.1. Stark theory and inference of dependence of Stark line
shape parameters on density, electric microfield strength

The process of inferring the electron density of the compressed
capsules involves comparing the measured Kr Heβ line shapes
with the line shapes predicted by a theoretical model. Kr
Heβ line shapes or ‘profiles’ from a model known as SimU,
developed by Stambulchik and Maron [21], are illustrated in
figure 1. The curves are profiles calculated for an electron tem-
perature (Te) of 3000 eV with various electron densities, (ne),
as a function of x-ray energy relative to the unperturbed energy
of 15.435 keV [24].

In the SimU code, the level energies are taken from the
National Institute of Science and Technology (NIST) database
[25] and the radius-vector matrix elements calculated by the
cFAC (in programming language C) code [26], which is based
on the flexible atomic code (FAC) [27]. The paper of Rosmej
et al [20] includes a comparison with FAC and the relevant
matrix elements agree quite well.

From these curves it can be seen that as the electron dens-
ity increases, the lineshape broadens; the amplitudes of the
low and high energy peaks relative to that of the central peak
increase; the energy of the central peak decreases; and the
energy of the higher energy peak increases.

The broadening and shifts of the spectral lines illustrated in
figure 1 result from the perturbation of the radiating ions due to
charged particles—the Stark broadening effect. The observed
effects occur when the electron and ion densities in the vicin-
ity of the radiator become sufficiently high such that the elec-
tric microfields significantly perturb or modify the electronic
structure of the radiating ion. The theory of this type of broad-
ening can be divided into two parts [28]. The first is a calcu-
lation of the electric microfield strength near the radiator, and
the second is a quantum mechanical calculation of the effect
of the added potential on the electronic structure and decay
rates of the radiating ion. The electric microfield distribution is
calculated either by analytical theories or by detailed molecu-
lar dynamic treatment, and various approximations for treat-
ing the differing electron and ion perturber contributions have
been used. In an earlier work, impact broadening by electrons
and static ion models (the standard model [29]) were used.
Subsequent studies indicated that the static ion approximation
resulted in some significant discrepancies between theory and
experiment [29, 30]. Thus, the theory of ion dynamic contri-
butions was developed and was applied in the model used to
interpret the present experiments [21]. A recent review of Stark
theoretical models was provided by Gigosos [31].

Several previous studies have been conducted to meas-
ure electron density in high energy-density plasmas or com-
pressed capsules that have been based on K-shell spectra of
lower atomic number ions, Ar or Ne, and have generally
used the development and use of, perhaps, less sophisticated
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Figure 1. Theoretical Kr Heβ Stark broadened line shapes from the
code SimU for different electron densities as explained in the text.

broadening theory than the present work. This earlier exper-
imental work and the underlying theory used, as well as
some previous experiments, is summarized in papers by
Woolsey in papers [19, 20, 29]. Other pioneering work on the
effect of high density plasmas on atomic structure, line broad-
ening and level shifts is presented in [32–35]. Woolsey exper-
imentally measured electron densities well below and up to
1024 cm−3 and electron temperatures less than 1 keV. At these
plasma parameters the optical depth of the Ar XVII Heβ trans-
ition was quoted by the authors to be in the range of 0.2–0.4,
which results in a small amount of opacity or self-absorption
broadening. At the NIF parameters, however, where ne is in
the range of 2 × 1024–5 × 1024 cm−3 and Te = 3–5 keV, the
optical depth, as calculated by the FLYCHK collisional radiat-
ive code, [36] is in the range of 15–40 for the concentration of
Ar used in the experiments of Woolsey (0.1 atm Ar in 50 atm
of D2, i.e. an Ar concentration of 2 x 10−3).

Thus, to avoid complication of the line width measurement
due to significant opacity broadening, Kr Heβ was chosen for
the NIF ne and Te measurements, and the atomic concentration
of Kr wasmaintained at∼10−4 in order to yield a usable signal
while maintaining the self-absorption at acceptable levels. At
this concentration, the optical depth of Kr was calculated by
FLYCHK and by SCRAM to be about 0.5 at Te = 3.5 keV,
ne = 5 × 1024 cm−3, which results in an estimated 10% of
opacity broadening. A recent study of using the FLYCHK code
to calculate opacities has been published by Cho et al [37].

Krypton K-shell Heβ spectra were chosen for the present
study because the Stark broadening is relatively large; the
high density plasma (ne ∼ 2 × 1024–5 × 1024 cm−3) is
relatively optically thin to the high energy (∼15.43 keV)
x-ray lines; CR calculations CRETIN [23], and SCRAM [22]
indicated abundant He-like ion fractions at these densities and
temperatures (2–5 keV); and krypton, which is a noble gas, can
be easily added to the D gas in precise concentrations. The

Figure 2. Approximation (red dashed curve) of theoretical Kr Heb
Stark broadened line shape (solid black curve) by three Voigt
profiles for Te = 3000 eV and ne = 3 × 1024 cm−3.

calculated optical depth from SCRAM for a 50 µm capsule
thickness at an electron density of 5 × 1024 cm−3 is approx-
imately 0.45 for Kr Heβ and ∼8 for Kr Heα. A platform
was developed for Kr-doped DD capsules, [38, 39] and NIF
experiments were performed using a somewhat lower resolu-
tion NIF x-ray spectrometer [40] to assess the performance of
these earlier experiments. Experiments were performed with
Kr concentration levels of 0.01, 0.02, and 0.03 atomic per-
cent and were compared with detailed simulations in order
to assess the optimal concentration to provide sufficient x-ray
signal while maintaining acceptable degradation of fusion
yield due to radiative cooling and increased hydrodynamic
instability.

To facilitate the interpolation of the four Stark profiles
shown in figure 1 to intermediate densities, each profile was
approximated by a best fit to the sum of three Voigt functions.
Although the situation is more complicated in that a total of
ten 1s3l upper levels form the basis functions for the x-ray
transitions, the spectra in figure 1 appear to be mainly dom-
inated by three peaks. Voigt functions were selected because
they can represent the natural radiative decay spectrum, which
is a Lorentzian, convolved with other non-Lorentzian shapes
that might be represented by Gaussian profiles, such as spec-
trometer resolution functions and Doppler broadening. An
example of the multiple Voigt ‘fitting’ is shown in figure 2
for the Kr Heβ Stark broadened profile at Te = T ion = 3 keV
and ne = 5 × 1024 cm−3. The upper solid black curve is the
original theoretical line shape, the lower solid black, red, and
blue curves are the three individual Voigt functions, and the
dashed red curve is the approximation to the theoretical line
shape, or the sum of the three Voigt functions. For compar-
ison, the positions of the three multiplets of the unperturbed
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He-like (1s 3p) configuration, as well as the centroid of Li-like
satellites (magenta, dashed) near theHe-like 3 3P1 unperturbed
multiplet are shown as vertical dashed lines. These He-like
multiplets are specifically the (1s 3p) singlet P resonance line,
3 1P1, the triplet p, or 3 3P1, and the n = 3 singlet D, 3 1D2

states. These three energies of the unperturbed states are indic-
ated, and they are the positions to which the centroids of the
three Voigt fitting functions approximately extrapolate at zero
electron density.

One can see that the Voigt sum (red dashed curve) approx-
imates the original theoretical Stark profile (top solid black)
very well except at the lowest energies. The small deviations
on the low energy wing near 15.39 keV are inconsequential
for the present study because only the two higher energy peaks
(sum of the red and blue Voigt profiles) were used for the ana-
lysis of the composite Heβ lineshape. These deviations simply
mean that additional spectral components would be required
to fully approximate the profiles produced by the SimU code.
To simplify future discussions, the three peaks are labeled 1
for the central peak and 2 for the high energy peak, and 0 for
the low energy peak, which is not included in the linewidth
analyses.

From these approximate decompositions of the line shapes
of figure 1, the variation of the Voigt parameters with elec-
tron density, as shown in figure 3, can be obtained. The elec-
tric microfield strengths have some proportionality with the
electron density; therefore, the dependencies shown in figure 3
indicate how the various Stark-broadening and shifting effects
depend on the microfields.

With the parameterizations of the Voigt parameters, as
shown in figure 3, approximations to the simulated Stark-
broadened profiles can be interpolated to electron densities
between 1 × 1024 cm−3 and 10 × 1024 cm−3. The interpol-
ation is done by a quadratic fit to the four given density points
(densities of 1, 3, 5, and 10 in units of 1024 cm−3), which is
shown as the solid curves in figure 3. Because the densities
of the NIF hot spots inferred from dHIRES were in the range
of 1.8–4.0 × 1024 cm−3, it is reasonable to suspect that the
densities interpolated from theoretical values of 1.0, 3.0, and
5.0 × 1024 cm−3 might have reasonably small errors.

A theoretical interpretation of the dependencies on dens-
ity shown by the curves in figure 3 can be described as fol-
lows: the energy splitting shown in figure 3(a) results from an
energy shift, mainly of the upper level, as a result of the usual
(dipole) Stark effect—mixing of states with different parity by
the electric field due to the perturbing background electrons
and ions. Shifts due to other phenomena - continuum lowering
and plasma polarization shift - are not included. The variation
in relative peak intensities with electron density in figure 3(b)
can be interpreted as a variation in the mixing of the basis
levels due to the perturbation by the electrical microfields.
The broadening of the individual peaks with increasing density
shown in figure 3(c) is predominately due to the ion microfield
distribution: the ion dynamics (the ‘ion dynamic’ effect) con-
tributes to the overall line shape. A smaller contribution to
the broadening is an additional density-dependent reduction
in the lifetime of the excited state (∆E∆t = h/2π) owing to
electron-impact collisions. For the theoretical Stark profile to

Figure 3. Variation of Voigt parameters (a) center positions,
(b) relative amplitudes, and (c) widths (FWHM—full width at half
maximum), with electron density. The diamonds are graphed at ne
= 1×, 3×, 5× and 10 × 1024 cm−3 in all sub-figures. Te = 3 keV
for all cases. Vertical dashed lines in (a) represent energies of the
three unshifted He-like lines and the centroid of unshifted Li-like
dielectronic satellites to the He-like resonance line 3 1P1.

match the experimental profile shape, each of these dependen-
cies (shift, relative intensity, and broadening) should be prop-
erly calculated simultaneously. The matching of theory and
experiment also depends on an accurate measurement of the
spectral shape.
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3. Results

3.1. Experimental dHIRES Kr He β spectra and comparison
with theory

The dHIRES spectrometer can measure absolute Kr Heα and
Heβ spectra in units of, for example, J keV−1 sr−1 s−2. The
dHIRES instrument comprises three different x-ray spectro-
meters in one chamber [14, 15]. Two of the spectrometers
sagittally or spatially focus their spectra on different parts
of the photocathode of a fast x-ray streak camera and, thus,
provide time-resolved spectra. One spectrometer covers the
Kr Heα and Lyα range (12.8–13.6 keV) and the other cov-
ers the Kr Heβ range of energies (14.9–15.6 keV). Since the
photocathode is perpendicular to a line from source to pho-
tocathode, a special crystal geometry, the Hall conical crys-
tal configuration, [41, 42] is used for these two time resolv-
ing spectrometers. The third spectrometer is a time-integrated
von Hamos spectrometer [43] that covers the full Heα and
Heβ energy ranges and all energies between these ranges
(∼12.8–15.6 keV), recording the spectra on an IP. Because the
IPs have been absolutely calibrated, and the throughputs of all
three dHIRES spectrometers have beenmeasured, the absolute
calibration of the time-integrated spectrum can be transferred
to the time-resolved spectra. Thus, dHIRES provides spectra
in absolute units of J keV−1 sr−1 s−1. Although the measured
spectra can be displayed in absolute physical units, this cap-
ability is not used in this study because the measurements of
ne and Te presented here rely only on the peak widths or ratios
of intensities of two peaks, neither of which depends on the
absolute amplitude of the Heβ spectral peaks.

In this paper we are focusing on only the Heβ spectrum
and its application to measuring the electron density (ne) and
electron temperature (Te) of the ‘hot spot’ of the compressed
capsules. A sample spectrum covering both the Kr Heβ com-
plex at 15.43 keV and a Li-like peak near 15.29 keV is shown
in figure 4(a). In figure 4(b) the Kr Heβ peak is expan-
ded for better visual comparison of the four overlaid spectra.
The measured spectrum is represented by the dashed black
curve. The additional curves are the simulated Stark broad-
ening curves interpolated from the theoretical model, SimU,
shown in figure 1 (red); a simulation from the SCRAM [22]
collisional radiative code (blue); and a simulation from the
CRETIN [23] collisional radiative code (green). The theoret-
ical Stark profiles were convolved with a 12 eVwide full width
at half maximum (FWHM) Gaussian function to account for
the instrumental resolution of the spectrometer plus a Dop-
pler broadening component of approximately 7 eV for Kr at
T ion = 3 keV.

In figure 4 the red curve was calculated for an electron
density of 3.9 × 1024 cm−3, which provided a close fit to
the measured profile shape. The electron density was inferred
fromStark broadening of theHeβ resonance line complex near
15.43 keV, and the electron temperature was inferred from a
comparison of the ratio of intensity of the peak near 15.29 keV
to the intensity of the 15.43 keV peak to the intensity ratios
of SCRAM simulated spectra (figure 7). For simplicity in the
following discussion the central peak near 15.42–15.43 keV

Figure 4. (a) Li-like and He-like Kr features, and (b) only the Kr
Heβ peak. Different curves explained in the text. The red and blue
arrows are to guide the eye to the approximate locations of the two
Voigt components, 1 and 2 as labeled in figure 3. The inferred
electron density is 3.89 × 1024 cm−3, as listed at time 1134 ps in
figure 5.

will be referred to as peak 1, and the higher energy peak near
15.44–15.45 keV will be referred to as peak 2.

A robustly observed discrepancy between the measured
and theoretical line profile shapes is shown in figure 4(b). In
the red theoretical curve, the distinction between the higher
energy peak, peak 2, and the central energy peak, peak 1, is
evident; however, a similar separation is either non-existent
or much less evident in the dashed measured curve. This dif-
ference between the theoretical and experimental peaks exists
even though the theoretical peak has been convolved with a
12 eV FWHM Gaussian function to approximate the instru-
mental function of the spectrometer plus Doppler broadening.
It appears that the intensity of peak 2 relative to peak 1 is too
low. It is not clear what the cause of this discrepancy is; simply
increasing the width of the spectrometer Gaussian function
from 12 eV to 15 eV makes little difference. One thought is
uncorrected opacity broadening whichmight bemore predom-
inant in flattening peak 1 than for peak 2.
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Figure 5. Measured Kr Heb spectrum for shot N190313 at four
times showing the broadening and shift of the line centroid to lower
energy with increasing time. Also shown are the inferred values of
Te and ne at those times.

The width of the simulated composite peak (i.e. peak 1 plus
peak 2) in figure 4, red curve, can be made to match the width
of the measured curve by slightly modifying the parametric
dependences on electron density of the Stark splitting, relat-
ive amplitude of peaks 1 and 2, and Voigt width as shown in
figures 3(a)–(c), respectively. That is by evaluating the rel-
ative peak intensities at a density 20% higher than nominal
density (3.89 × 1024 cm−3) in figure 4, while evaluating the
splitting and Voigt widths at a density 20% lower than the
nominal density. This type of study, however, in which one
varies the strength of the effect of the electric field on the vari-
ous physical processes should be performed at the theoretical
level, because it is not known at the experimental level which
of the physical dependencies might have larger calculational
uncertainties.

An example of a shot in which the width of the Kr Heβ res-
onance line feature increases significantly with time is shown
in figure 5. It can be clearly seen in this figure that the relat-
ively narrow feature near 15.44 keV in the black trace at time
1047 ps broadens later in time (1078 ps) in the red profile,
and further broadens and shifts to lower energy at later times
in the blue (1110 ps) and green (1134 ps) curves. In addition,
the higher energy side of the peak at an intensity of 0.5–0.6 is
seen to shift slightly to higher energies with increasing time.
This broadening and shift of the Kr Heβ complex over time is
attributed to Stark broadening due to increasing electron dens-
ity, and the broadening enables an inference of the electron
density (see figure 1) by comparison of the width with the the-
oretical simulations of the code SimU. It is further seen that
the centroid of the spectral peak shifts to lower energy with
increasing time, which can provide a check or comparison to
theories of energy level shifts at high density.

Note that the curves in figure 5 are measured spectra,
and the absolute energy scale has significant uncertainties,
possibly several eV. This uncertainty derives from possible
pointing and position errors of the dHIRES spectrometer

relative to the emitting target. The specified uncertainty in the
DIM’s ability to position the instrument laterally is ±0.5 mm,
which in the spectrometer dispersion plane, translates to a pos-
sible energy scale uncertainty of ±28 eV (see figure 9, right
panel, top figure of [15]). Thus, the energy scale was obtained
by assigning theoretical energies to the two main peaks, Li-
like and He-like Kr, of the time integrated spectrum, in order
to obtain the best statistics, and these energies are not well
known because of density dependent redshifts of the spectral
lines [44–47].

The widths of spectral lines are normally quantified by the
FWHM. However, it is known that Li-like spectral lines of
unknown intensity lie near the lower-energy features in the
vicinity of 15.42 keV. Therefore, in order to minimize the
additional broadening from this Li-like line contamination, we
quantified the width by an asymmetric measurement from near
the peak on the lower energy side (say 90% of peak value)
to 30%–50% of peak height on the high energy side. We call
these positions lower (at lower energy) and upper ‘thresholds’,
taking the term from energy dispersive, or pulse-height, spec-
troscopy. We then compared this measured line width with
the width of the theoretical Stark broadened line shapes from
SimU (figure 1) between the same thresholds, or fractions
of the peak maximum, and selected as the inferred electron
density when the theoretical width matched the experimental
width. In order to account for the shape of the high energy
wing of the peak, we perform this ‘fitting’ for multiple upper
thresholds and take the inferred electron density as the average
of these multiple values. Furthermore, we estimated the effect
of the Li-like Kr line by comparing the similarly obtained
widths of SCRAM simulations of a Li- plus He-like Kr spec-
tral simulation versus a He-like only simulation and found that
the correction is typically of the order of 10%–15% in the rel-
evant density range of 2 × 1024–5 × 1024 cm−3. The electron
densities shown in figures 8–11 were corrected for this addi-
tional broadening factor.

The basis for determining electron temperature is shown
in figure 6. These are Kr Heβ spectra calculated by SCRAM
at a density of 3 × 1024 cm−3 and for electron temperatures
ranging from 2.5 to 6.0 keV. The spectra were all normal-
ized to the same value at the peak of the Kr Heβ resonance
line near 15.425 keV. The lower energy peak near 15.28 keV
contains a Li-like Kr feature whose intensity has a significant
contribution owing to dielectronic recombination. This vari-
ation in the relative intensities of the two peaks results from the
fact that the rate of dielectronic excitation decreases with elec-
tron temperature, whereas the rate of impact excitation of the
15.43 keV line increases with temperature [48]. Thus, we can
infer the electron temperature from the measured spectrum in
figure 4 by choosing the temperature and density at which the
relative intensities of these two measured peaks match those
of the SCRAM or CRETIN spectra.

The time histories of the asymmetric width of the Kr Heβ
resonance line complex from lower energy thresholds near 0.9
to higher energy thresholds near 0.40 for the four different
shots are shown in figure 7.

The data in figure 7 were plotted for the times dur-
ing which the Kr Heβ spectrum was sufficiently intense to
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Figure 6. Normalized Kr Heβ spectra simulated by SCRAM for an
electron density of 3 × 1024 cm−3 and electron temperatures
ranging from 2000 eV to 5000 eV. The intensity ratio of the lower
energy peak to the higher energy peak is compared with the same
ratio of the measured spectra to infer the measured Te.

Figure 7. Time histories of Kr Heβ peak widths, relative to time of
Kr Heβ x-ray maximum intensity (x-ray ‘bang time’), as measured
asymmetrically between the indicated thresholds of 90% of peak
line intensity on the left side to 40% on the right side, for four
different NIF shots. Note that the spectral width for shot N171103
remains significantly narrower than that of the other shots,
indicating a lower electron density.

allow statistically a meaningful analysis. Shot N171103 was
a ‘Bigfoot’ [49] shot with an undoped CH shell, and shot
N180109 was a tungsten doped bigfoot shot with CH shell.
Shot N180423 was a ‘Pushered Single Shell’ (PSS) [50, 51]
shot with a Si doped CH shell, and N190313 was also a PSS
shot, but with both Si and Cu dopants in the shell.

From measured Kr Heβ widths such as those shown
in figure 7 and the theoretical increase in line width with
increasing density, as shown in figure 1, we can infer the time

Figure 8. (a) Electron densities from dHIRES and NTOF and
plasma pressure from dHIRES, (b) electron temperature and Kr line
intensity from dHIRES overlaid with Tion from NTOF. See text for
detailed explanation. The ‘bang’ time (time of maximum neutron
emission) is 7040 ps, and the burn width is 230 ps.

evolution of the electron density, which is plotted as a solid
black curve in figure 8(a) for shot N171103, and for other shots
in figures 9–11. It should be noted, however, that the plots in
figure 7 are shown more for relative comparisons of the meas-
ured widths for the different shots, and should be considered
as less quantitative than the inferred electron densities graphed
in figures 8(a)–11(a) for two reasons. First the data in figure 7
involve a width for a single upper or high energy threshold of
0.4, whereas the densities in the later figures are inferred for
three different upper thresholds, typically 0.4, 0.5, and 0.6, in
order to better match the shape of the upper wing of the data
to the detailed shape of the theoretical curve. The final dens-
ity is taken as the average of the three individual densities.
Secondly, to avoid overly restricting the time variation of the
widths in figure 7, a final smoothing time of 15 pixels, or about
7 ps is applied, whereas a longer smoothing time of 50 pixels
is applied for figures 8–11 to more closely match the nominal
time resolution of the x-ray streak camera of 25–30 ps.

In addition, by comparing the measured ratio of the intens-
ities of the Li-like Kr peak to the He-like peak (‘Li/He’ ratio)
with SCRAM and CRETIN simulations we obtain the electron
temperature time history as the solid black curve in figure 8(b),
which is the average of the Te values derived from SCRAM
and CRETIN. The difference between these two values is
small and is displayed as a component of the error bars in
figure 8(b).

The dashed black curve in figure 8(a) is the Kr Heβ intens-
ity weighted time average of the solid black curve, and the
solid red line is the electron density estimate inferred from
the secondary deuteron-triton (DT) neutron analysis of the
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Figure 9. Same parameters, ne, T, and pressure, for shot N180109 as described in figure 8 and in the text. Fusion bang time and burn width
not available for this shot.

neutron time-of-flight (NTOF) diagnostic [5, 6]. Both of these
flat curves represent single point values and are graphed as
horizontal lines according to the time over which they were
integrated. Note that the red line does not cover the full time
of the abscissa; it is shortened to indicate that it covers or is
relevant only over the fusion ‘burn’ time or the time of neut-
ron emission. The magenta curve represents the total pressure
in units of 10 GBar, assuming equal electron and ion temper-
ature. In figure 8(b) the solid black curve is the average of the
two Te values derived from SCRAM and CRETIN and is taken
as the measured Te. The solid blue curve represents the meas-
ured Kr Heβ peak intensity. The black dashed curve is the Kr
intensity weighted time average of the solid black curve, and
the red solid line is the T ion inferred from theNTOF diagnostic.

The solid black curve in figure 8(a) is the average elec-
tron density from the three asymmetric widths spanning from a
threshold of 0.9 (times Kr Heβ peak height) on the left side of
the Heβ peak to thresholds of 0.3, 0.4, and 0.5 on the right side.
The solid red curve is the electron temperature inferred from
the Li/He ratio of the intensities, compared with the SCRAM
simulations. The solid red line is the electron density estim-
ate inferred from the secondary DT neutron analysis of the
NTOF diagnosis. Note that the electron density varies from
about 1.7 to 2.3 in units of 1024 cm−3 for this shot, while elec-
tron temperature ranges from about 2.5 to 3.0 keV. The max-
imum pressure in this undoped bigfoot shot is approximately
20 Gbar.

In figure 8(b) the solid black curve is the average of the
two Te values derived from SCRAM and CRETIN, which
was taken as the measured Te. The solid blue curve repres-
ents the measured Kr Heβ line intensity. The black dashed
curve is the Kr intensity-weighted time average of the solid

black curve, and the red solid line is the T ion inferred from the
NTOF diagnostic.

The time evolution of these same parameters for shot
N180109 is shown in figure 9. We see that the electron density
is much higher for this shot, which has a tungsten dopant in
the shell, ranging from 2.3 to 4.3 in units of 1024 cm−3, while
the electron temperature is in the range of 3.0–3.3 keV. For
comparison, the electron temperature inferred from the 20 to
30 keV x-ray continuum asmeasured by ConSpec [12, 13] was
3.65 keV with error bounds of 3.42–3.98 keV. In addition, the
maximum pressure is approximately 40 Gbar, which is twice
that of the undoped bigfoot shot of figure 8(a), as reported pre-
viously by Gao et al [2].

Although the present study deals with capsules filled with
D only, this improved pressure is consistent with and fur-
ther supports the use of high-Z dopants to improve perform-
ance, also, in DT shots. Berzak Hopkins et al [52] reported a
40% increase in hot spot pressure and a 55% increase in neut-
ron yield from W-doped capsules in DT experiments versus
undoped capsules.

The large error bars for density in figure 9(a), result from
the fact that the noise level of the x-ray streak camera is very
high, as explained in section 4.2, uncertainty analysis, and
for shot N180109 the signal or count rate level was low due
to excessive titanium-foil filtration. The over-filtration of this
shot resulted as an overreaction to the fact that the signal levels
in the previous shot from figure 8 were high and were thought
to be approaching levels at which the streak-tube imaging res-
olution could be broadened due to space-charge effects.

The time evolutions of these same parameters for shots
N180423 and N190313 are shown in figures 10 and 11,
respectively.
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Figure 10. Same parameters, ne, T, and pressure, for shot N180423
as described in figure 8 and in the text. Fusion bang time and burn
widths are 8260 and 170 ps, respectively.

Figure 11. Same parameters, ne, T, and pressure, for shot N190313
as described in figure 8 and in the text. Bang time and burn widths
about 1123 and 160 ps, respectively.

3.2. Kr Heb line shifts

In high-density plasmas the bound electrons in ions exper-
ience fields owing to the surrounding particles that perturb

their energy levels, leading to line shifts, line broadening, and
continuum lowering [53]. Understanding these effects theor-
etically are important for, for example, using line widths or
shifts to measure density, detailed prediction of the dense
plasma equation of state and radiative opacity in stellar interi-
ors, ICF research, and planetary interiors [54]. Until recently,
discrepancies had been observed between the measurements
and existing theories for continuum lowering and line shifts
[44, 53]. More recent studies have apparently removed most
of these discrepancies [47, 55]. The measured redshifts of the
Kr Heβ peak, as observed in figure 5 and as quantified by the
centroid of the peak taken from thresholds of 90% of peak
height on both the left and the right sides of the peak, range
from about 6 eV to 12 eV, and increase with inferred densities
in the range 1.8–4.0× 1024 cm−3. A discussion of these meas-
urements and comparisons with the theory of Li and Rosmej
[44, 47], and other theories if available, is beyond the scope of
this paper and will be presented in a future publication.

4. Discussion

4.1. Summary of measurements and comparison with
measurements from neutron diagnostics

The Kr Heβ intensity weighted, time averaged electron dens-
ities and temperatures measured by dHIRES for the four dif-
ferent NIF shots are summarized in table 1 and compared
with electron densities and ion temperatures measured by the
NTOF diagnostic [6]. The values in parentheses represent the
uncertainties (standard deviation) in the cited values for dens-
ity and temperature. One sees that the dHIRES and NTOF
densities agree within error bars for all but shot N180423, in
which the NTOF density is considerably higher than the value
from dHIRES. In addition, note that for all shots, the NTOF
value of the ion temperature was significantly higher than the
electron temperature inferred from dHIRES. The differences
range from 520 to 710 eV for the two bigfoot shots, and 710
and 220 eV for the two PSS shots.

The fact that the NTOF measured values of T ion are higher
than the dHIRES values of Te is not surprising since the
apparent ion temperature values, T ion, as measured by NTOF,
were observed to be higher than those expected from sim-
ulations and to be in disagreement with the observed neut-
ron yields [7]. For example, Chrien et al [56] reported that
NTOF measured T ion values ranging from 1.94 to 2.55 keV,
depending on the level of Ge dopant, while the fusion-burn-
weighted ion temperatures predicted by the LASNEX [57]
two-dimensional radiation hydrodynamics code was 1.7 keV.
In another example, simulated T ion was 550–600 eV, while the
value inferred from neutrons was 1.43± 0.17 keV. In this case,
while the measured and simulated neutron yields were similar,
predictions of neutron yields using the higher, measured T ion,
which results in a 200 times higher fusion reactivity, would be
difficult to reconcile.

The Te values from dHIRES are expected to be very close
to the thermal ion temperature values since the electron-ion
relaxation time for a deuterium plasma with an electron tem-
perature of 3 keV and electron density of 2 × 1024 cm−3 is
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Table 1. Summary of time averaged electron densities and temperatures measured by the dHIRES diagnostic for the four performance
qualification (PQ) shots, and comparison with electron density and ion temperature measured by the NTOF diagnostic. The values in
parentheses represent the uncertainty (standard deviation) in the cited values.

Platform/hohlraum Shot ID Dopant
ne time avg. ne NTOF ne difference Te time avg. T ion NTOF T difference
1024 cm−3 1024 cm−3 1024 cm−3 keV keV keV

Bigfoot Au PQ1 N171102 None 2.00 (0.074) 1.84 (0.11) −0.16 2.75 (0.026) 3.27 (0.16) 0.52
Bigfoot Au PQ2 N180109 W 3.34 (0.44) 3.23 (0.18) −0.11 2.97 (0.025) 3.68 (0.16) 0.71
PSS Au PQ3 N180423 None 3.19 (0.277) 3.97 (0.21) 0.78 2.97 (0.052) 3.68 (0.14) 0.71
PSS Au PQ4 N190313 Cu 3.26 (0.418) 3.44 (0.20) 0.18 3.37 (0.055) 3.59 (0.14) 0.22

calculated [58] to be about 7 ps, and the temporal resolution
and smoothing of the dHIRES measurements is about 30 ps.
Murphy [7] explains that in a plasma with a Maxwellian dis-
tribution of ion energies, the spread of neutron energy arises
from the thermal spread in the center-of-mass velocities of the
reacting pairs of ions. Fluid velocities in ICF are of a similar
magnitude as the center-of-mass velocities and can lead to fur-
ther broadening of the neutron spectrum, leading to erroneous
inference of the ion temperature. From the additional broad-
ening Murphy [7] showed that the fluid motion velocity can
be calculated, but the application of this theory to the present
enhancements of NTOF T ion above dHIRES Te is beyond the
scope of this work.

4.2. Uncertainty analysis

The uncertainties or error bars in figures 8–11 were derived via
a Monte Carlo technique from the pixel-to-pixel count fluctu-
ations in the signals from the charge-coupled device (CCD)
detector that recorded the streaked spectra processed by the
x-ray streak tube [59]. This approach can account for several
processes that can add to the uncertainty in the measurements.
Briefly, these processes are the photon counting event stat-
istics, single pixel spikes due to either DD neutrons or hard
x-rays that penetrate the shielding and reach the CCD, and
fluctuations in the signal due to several internal conversion
processes inside the streak camera. The neutron spikes are
mostly removed by 2D median filtering, but residual ‘stubble’
remains and adds to the ‘noise.’ The internal conversions in the
streak camera are x-ray to photoelectrons at the photocathode
with a distribution in number and energy; conversion of accel-
erated and streaked photoelectrons to secondary electrons at
the input of the microchannel plate (MCP) imaging electron
multiplier, which electrons have a distribution in number and
energy; variation of gains and output electron number distribu-
tions at the exit of the MCP pores; statistical variations in the
number of visible photons produced by the accelerated MCP
output electrons on a phosphor screen; losses in coupling the
visible photons to the CCD; and statistical variations in the
conversion of these photons to electron–hole pairs in the CCD.

Typically, 5000 Monte Carlo variations in the spectra and
spectral energy points were calculated, and the electron dens-
ity and temperature were deduced from these spectra, thus
providing variations in the density and temperature inference
fromwhich the standard deviations in ne and Te were deduced.
The Kr Heβ x-ray spectra were streaked in time by the DISC

[59] (DIm Streak Camera, where DIM stands for Diagnostic
InstrumentManipulator). The streaked imageswere ultimately
recorded on a ∼2000 × ∼600 pixel section of a 4k × 4k
CCD with spectra dispersed in the x-direction and time in the
y-direction. Since the time resolution of the DISC streak cam-
era is about 25–30 ps, the spectral images have been smoothed
by about 60 pixels in the y (temporal) direction, corresponding
to about 25 ps in time duration.

To estimate the fluctuation statistics in each pixel column,
the mean and standard deviations were calculated in a
∼60 pixel sliding window (temporal direction) for each
column, thus providing the fluctuation standard deviation at
each pixel. These fluctuation standard deviations are the ones
used to specify Monte Carlo variations of spectral intensity
at each pixel, thus enabling the estimates of uncertainty in ne
and Te.

4.3. Conclusions

A modestly high resolution x-ray spectrometer, called
dHIRES, has been installed on the NIF and has been used
to measure, using Kr Heβ spectra, the temporal evolution of
Te, ne, and the redshifts of the Heβ resonance line during
the stagnated phase of NIF capsule implosions. The temper-
ature and pressure in an ignition capsule near the stagnation
time indicate the quality of the implosion. Therefore, accurate
time resolved measurements of the hot-spot plasma paramet-
ers are important for assessing the implosion performance
toward understanding how to achieve ignition. Most current
techniques for measuring hot spot temperature and density
are time-integrated and, therefore, do not elucidate the time
evolution of the hot spot parameters during the stagnation
phase.

These parameters were measured for four NIF shots, and
the time-averaged values of the measured ne and Te were
compared with the measurements from neutron diagnostics.
The dHIRES ne values agree within uncertainties with neutron
based measurements for three of the four shots; The dHIRES
Te values are 200–700 eV lower than the T ion measurements
from the NTOF diagnostics; this difference is consistent with
previous observations that the T ion value derived from NTOF
can be higher than the real ion temperature due to enhancement
of the neutron spectral width by plasma flows. This new cap-
ability of measuring the time history of the basic plasma para-
meters during the stagnation phase of capsule compression
should enable benchmarking of code simulations to improve
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understanding of the physics of this important phase and help
advance the quest for ICF ignition.

In addition, the time evolutions of the redshifts of the cent-
ral Heβ line were measured and exhibited maximum values of
5–12 eV. A future study is planned to present a more detailed
analysis of these redshifts and a comparison with theoretical
calculations.
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