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We have determined the absolute fluxes of various species injected from a dielectric surface into
the surface-flashover-produced anode plasma in a magnetically insulated ion diode by observations
of time-dependent line intensities and use of time-dependent collisional radiative calculations. Neu-

tral particles, singly charged ions, and doubly charged ions produced on the dielectric surface were
found to be continuously injected during the voltage pulse with the injection of neutral particles and

singly charged ions continuing also after the main pulse. The determined fluxes explained the ob-
served rise in the areal density of the plasma electrons. Using observed particle velocity distribu-
tions the particle flow in the plasma was calculated. It was found that mainly multiply charged ions
and protons reach the plasma ion-emitting region. The flux ratio of doubly charged ions to protons
produced by hydrogen ionization in the outer plasma region was found to rise towards the end of
the pulse, consistent with the corresponding ratio in the extracted ion beam. The determined plas-
ma composition allowed the electron-cooling processes to be evaluated. Such investigations can be
used in plasma source design.

I. INTRODUCTION

The behavior of plasmas formed in pulsed power
(=100-ns) systems is considerably influenced by their
time-dependent composition and charge state. These fac-
tors affect the plasma density, flow, conductivity, col-
lisonality, and ion extraction from the plasma in the pres-
ence of electric fields. Studying the plasma composition
is important for the understanding of the operation of
pulsed systems as well as for improving the design of
plasma sources for various applications.

Determination of the plasma composition in pulsed de-
vices is difficult since the charge states in the plasma
change rapidly in time because of particle ionization, and
the plasma remains far from ionization equilibrium with
the recombination processes playing a negligible role. '

Furthermore, material usually flows continuously into
the plasma throughout the pulse either from the plasma
sources used or from surfaces in contact with the plasma.

For the investigation of the ionization processes in
such transient plasmas knowledge of the electron density
and temperature is essential. Moreover, determining the
particle abundances from emission line intensities re-
quires time-dependent calculations of the atomic process-
es that yield the evolution of the atomic level populations
as a function of time. Using steady-state calculations in
transient plasmas often can give misleading results since
the level populations are mainly determined by excita-
tions from the ground state. ' It is shown in this paper
that for the plasma parameters presently considered, us-
ing measured line intensities and steady-state calculations
to obtain the total particle density or the total density of
the higher-charge-state particles gives results which are
in error by several orders of magnitude.

In this study we report on an investigation of the time-
dependent composition, charge-state distribution, and

spatial particle distribution in the anode plasma in a mag-
netically insulated ion diode. In intense ion-beam
diodes, ' in particular, the spatial particle distribution in
the anode plasma determines the extraction of various
ion species and charge states into the diode acceleration
gap, thus determining the ion-beam composition. The
control of the latter is important, to varying degrees, for
applications of ion beams in inertial confinement
fusion, ' plasma confinement and heating in magnetic
confinement fusion, and material science.

A widely used source in intense ion-beam diodes is the
surface-flashover-produced plasma. This is a passive
source in which the plasma is produced on a dielectric-
filled metal anode presumably as a result of an electrical
breakdown in neutral desorbed gas released from the
dielectric surface. The processes responsible for the
plasma formation and the material release from the sur-
face are not addressed in this study.

Subsequent to the plasma formation, the plasma com-
position and density throughout the pulse are determined
by ion losses to the diode acceleration gap and by materi-
al flow to and from the dielectric anode surface. It is
known ' that ion beams produced from surface-
flashover anode plasmas are composed of constituents of
both the anode dielectric and surface impurities. The rel-
ative abundance of the various species is determined by
mechanisms as yet not well understood, related to the
surface preparation, the diode vacuum conditions, and
the surface flashover processes. The extraction of various
ions from the plasma depends on the material ejection
from the anode surface into the plasma, the time-
dependent ionization processes in the plasma, and the ion
flow from the dielectric surface towards the ion-emitting
region of the plasma. Measurements of the proton frac-
tion in the generated ion beams indicated large variations
(30—80%) for similar diode configurations. "
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In order to improve the understanding of these compli-
cated processes, quantitative studies of the material injec-
tion from the surface into the plasma and the particle
flow within the plasma must be performed.

In a companion study' we have determined the elec-
tron temperature in the surface-flsshover anode plasma
(5—8 eV) from observations of line-intensity ratios and
time-dependent collisional radiative calculations.

In this study we present measurements of the time-
dependent absolute intensities of line emission from vari-
ous species and various charge states. Using two spectro-
scopic systems, two line intensities were observed in a sin-

gle discharge reducing some ambiguities caused by shot-
to-shot irreproducibilities. This was especially important
for studying the relative abundances of different charge
states of the same element. The observed line intensities
were analyzed with the aid of a collisional-radiative code
that yields the time dependence of the atomic level popu-
lations and of the ionization processes (for the time scale
of 100 ns also the ionization rates depend on time). Using
the observed electron temperature, ' the measured time-
dependent electron density in the plasma, ' and time-
dependent collisional radiative calculations we concluded
that neutral particles, singly charged ions, and doubly
charged ions are continuously injected from the anode
surface into the plasma throughout the pulse. Although
the time dependence of the material flux from the surface
may be complicated, fluxes parabolic in time were used to
fit the observed absolute line intensities. The satisfactory
fits obtained for various elements and charge states gave
the absolute time-dependent fluxes for the various species
observed. The sensitivity of the determined particle
fluxes to the plasma parameters was examined by repeat-
ing the analysis for three values of 7; within the uncer-
tainty range of T, . Furthermore, measurements and
analysis of the particle injection rates into the plasma
were also carried out for times after the main pulse, when
the voltage on the diode was close to zero. The injection
of neutral particles and some of the singly charged ions
was found to continue after the pulse.

The findings show that singly and doubly charged ions
are produced in the immediate vicinity of the dielectric
surface. The higher the ionization rate is of an element
on the surface with charge state z the fewer of this charge
state and the more of charge state (z+1) of that element
are injected into the plasma. Using velocity distributions
of various-charge-state ions, obtained from line Doppler
broadening, ' we inferred that the higher the charge state
of the particles produced on the surface, the larger the ki-
netic energy with which they are injected. This suggests
that the ions are accelerated into the plasma by electric
fields on the anode surface, which is consistent with the
observation' that the ions acquire their kinetic energy
very close to the surface.

In order to compare particle fluxes from constituents
of the dielectric anode and fluxes of particles also con-
tained in surface adsorbates (the latter are mainly carbon,
hydrogen, and oxygen) we admixed various compounds
to the anode epoxy. We found that relative to their abun-
dance in the dielectric, carbon and hydrogen were ejected
with fluxes at least ten times larger than for elements ad-

mixed in the epoxy. The continuous particle injection
into the plasma and the particle ionizations are shown to
explain the observed rise in the areal electron density.

Using the determined particle fluxes and the observed
particle velocity distributions' we calculated the ioniza-
tion rates and the densities of ions and neutrals as they
flow towards the outer region of the plasma. It is found
that doubly charged ions snd protons dominate the outer
(ion-emitting) plasma region. This is consistent with
charge-collector measurements on the extracted ion
beam. Late in the pulse the ionization of hydrogen atoms
traversing the plasma is shown to contribute a proton
flux in the outer plasma region that is similar to the pro-
ton current density extracted into the diode acceleration

gap. This proton flux due to hydrogen ionization may be
important if the proton flow in the plasma penetrated by
the magnetic field' is limited.

Both CIII and proton fluxes are shown to rise with
time in the outer plasma region. However, in this region,
the CIII to proton flux ratio rises from a low value to
about half towards the end of the pulse. This rise is
found to agree with the observed time-dependent C III to
proton ratio in the extracted ion beam. The use of such
investigations of the temporal and spatial dependences of
the relative ionic densities in plasma source design is dis-
cussed.

The determination of the plasma composition allowed
the electron energy losses due to inelastic collisions with
the plasma particles to be obtained. These were found to
be dominated by hydrogen ionization and impact excita-
tions of C II and C III. As discussed in Ref. 14 these in-
elastic collisions are the main electron-cooling mecha-
nism in the plasma.

II. EXPERIMENTAL ARRANGEMENT

The plasma investigated in these experiments is pro-
duced via a surface flashover of a dielectric sheet that
serves as the anode in the planar magnetically insulated
ion diode described in Ref. 15. The insulating magnetic
field B, in the diode was about 7 kG and the anode-
cathode gap was 8 mm. The active anode was made of
epoxy that filled grooves parallel to B, in an aluminum
plate. The height in the y direction of the active anode h~
was 6 cm and its length in the z direction I, was 8 cm.
The diode was powered by a 270-kV, 90-ns pulse
delivered by an LC generator coupled to a 1-0 water line.
The diode voltage and current waveforms are given in
Ref. 15.

The spectroscopic system is described in Ref. 14. In
brief, light was collected along the z direction from the
3.5-cm-high central portion of the anode plasma (I» =3.5
cm). Most of the present measurements were integrated
over the entire plasma thickness l„[1„=2mm (Ref. 15)].
Using two spectrographs, intensities of two lines were
measured in a single discharge with temporal and spec-
tral resolutions of 5 ns and 0.1—0.5 A, respectively. The
simultaneous measurements of two line intensities, espe-
cially for lines of different charge states, helped to ac-
count for shot-to-shot variations that were usually less
than 30%%uo. The relatively high spectral resolution was
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essential for examining the line shapes in order to reliably
separate the observed lines from nearby impurity lines.
The spectral range of the fiber array used at the spectro-
graph output was adjusted to obtain the entire profile of
each line observed. Absolute calibration of each of the
two spectroscopic systems over the entire spectrum (for
each fiber channel) was performed using a few intensity-
calibrated lamps. The estimated uncertainty in the abso-
lute calibration is +40%.

In order to observe the ejection of different particle
species from the bulk of the dielectric anode, compounds
of various elements were mixed with the epoxy used for
the anode. %e mixed powders of MgFz, CaFz, and Al-
NaSi03, each constituting 20%%uo by weight of the entire
mixture as in the previous studies. ' '

The self absorption along the line of sight was small for
all presently observed lines (see Sec. III). Therefore, the
intensity of line emission from a level u to a level I gives
the population n„of the upper level. The spatially aver-

aged upper-level population was obtained from the total
line intensity, expressed by the total current I„I of the
photomultiplier tubes that measure the light signal in the
fiber array by

I„I=n„A„ ig„l„l rl, GR(A, ),
where A „I is the Einstein coefficient, g„ is the degeneracy
of the upper level (g„=2J+ 1), G is the geometrical light
collection efficiency, and R (A, ) is the system absolute cali-
bration for the wavelength A. given in amperes per num-
ber of photons emitted per unit time from the plasma.
Here, n„ is the absolute level population divided by the
degeneracy as throughout the entire paper. The Einstein
coefficients used for the determination of the upper-level
populations will be given separately for each line ob-
served.
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FIG. 1. Absolute level populations n„(divided by the degen-
eracy) as a function of time after the start of the diode voltage
pulse for CI (2p3s 'P), Crt (3p'P3/2), and CIII (2p 'D) deter-
mined from the intensities of the 2479, 6578, and 2297 A lines,
respectively. Line emission was collected from the entire plas-
ma. Two line intensities were measured in a single discharge al-
lowing for normalization of intensities observed in different
discharges. The uncertainties in the relative and in the absolute
population densities are +40%%uo and +70%%uo, respectively. The
latter is mainly due to the uncertainty in the absolute calibra-
tion and in the thickness l =1 mm assumed for the line-

emitting plasma region.

Ca I, Al I, Mg II, and Ca II reside within =0.5 mm and H,
C II, C III, and Al III within ~ 1 mm from the anode sur-
face, using l„=1 mm gives densities lower than the actual
densities in the plasma for the former group and higher
for the latter one. The uncertainty in the absolute
position-averaged level-population densities given in the

III. MEASUREMENTS

It has been discussed in Ref. 15 that light from the
plasma formed over the dielectric anode surface is first
observed at t =20 ns after the start of the diode voltage
pulse. At t =50 ns the plasma is seen to occupy an ap-
proximately 1.5-mm-wide region near the anode surface.
Later on in the pulse the total amount of the plasma in-
creases and the plasma appears to expand in the diode
with a velocity of about 1 cm/ps. The line emission mea-
surements reported here refer to the period subsequent to
the plasma formation (i.e., for t ~ 20 ns).

Examples of population densities are presented in Fig.
1 in which the populations of the C t(2p3s 'P),
Ctt(3p P3/p) and CIII(2p 'D) levels, obtained from the
intensities of the 2479-A, 6578-A, and 2297-A lines, re-
spectively, are given as a function of time. The hydrogen
n=3 level population obtained from the H line intensity
is presented in Fig. 2. In obtaining the absolute level
populations the plasma thickness l„[see Eq. (1)] was as-
sumed to be 1 mm since line intensity axial distributions
(as those given in Ref. 15) show that for each species
most of the particles reside, throughout the pulse, in
about a 1-mm-wide region in the plasma. Since C I, Mg I,
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FIG. 2. Absolute population of the hydrogen n=3 level (di-
vided by the degeneracy) observed from the H line intensity
(solid line). The measurement uncertainty is as in Fig. 1. Also
shown is the calculated population for the continuous P source
of hydrogen in the ground state [curve P, see Eq. (3) and text in

Sec. IV C] with A{H)=2.5 X 10" particles/ctn' ns. The popula-
tion for the L source (see Sec. IV D) is given by the curve L (I).
For the calculations T, =7 eV is assumed (Ref. 14). The mea-
sured electron density n, (t) taken from Fig. 4(b) is used, as
throughout the entire paper.



SPECTROSCOPIC DETERMINATION OF PARTICLE FLUXES. . . 1077

figures is +70%, mainly resulting from the error in I„ for
the various species and the uncertainty in the absolute
calibration. The absolute material fluxes obtained below
are not dependent on I„since they give the particle num-

ber per unit area. The absolute and the relative uncer-
tainties in the particle fluxes and the particle areal densi-
ties are estimated to be +50%%uo and +30%%uo, respectively,
mainly due to the uncertainty in the relative calibration
of the spectroscopic systems. A discussion of the effects
of the uncertainties in the Einstein coefficients is given in

Sec. IV G.
A general feature seen in Figs. 1 and 2 is that the line

intensities start rising at t =20 ns and reach a near pla-
teau at t =70 ns. For CII and C III the intensities drop
between t =95 and 130 ns. Similar behavior has been
seen for all the other H, C II, and C III line intensities ob-
served.

Carbon and hydrogen species in the plasma can origi-
nate at adsorbates on our rough dielectric anode surface
placed in an oil pumped diode environment. In order to
study particle injection into the plasma from the dielec-
tric material, we observed line intensities of particles con-
tained in the epoxy mixture used for the anode. Thus, we
measured line intensities of MgI, MgII, CaI, and CaII.
Lines of AII, A1II, and AlIII were also observed. The
origin of those particles is ambiguous since they may also
originate from the aluminum ribs in the anode' as will be
discussed in Sec. VC. For brevity we present time-
dependent experimental and calculated level populations
only for the magnesium species. The results for the other
species will be summarized in the tables (see Sec. IV E).
Figure 3 shows the observed level populations of MgI
and Mg II.

For each species we measured the intensities of several
lines. This helped to compare several level populations to
our code calculations for consistency checks and to rule
out effects of impurity lines. Measuring intensities of two
lines of a multiplet allowed us to verify the absence of
impurity-line effects by confirming the scaling of the in-
tensity with (g„A„,). The lines measured were the hy-
drogen H 6563 A (upper level is n=3) and H& 4861 A
(n=4); the CI 2479 A (2p3s 'P); the CII 6578 A
(3p P3/2), the 2512 A (2p D5&&), 2509 A (2p D3/2),
3921 A (4s S&/z), and the 4267 A (4f F); the C III 2297
A (2p 'D); the MgI 2852 A (3s3p 'P) and 3838 A
(3s3d D ); the Mg II 2796 A (3p P3/2), 2798 A (3d D),
and 2937 A (4s S~/z), the A1I 3093 A (3s 3d D) and
3082 A (3s 3d D3/2); the Al II 2816 A (3s4s 'S); the
Al III 3602 A (4p P3/z), 5723 A (4p P, /2), and 4529 A
(4d D); the Ca I 4227 A (4s4p 'P); and the Ca II 3934 A
(4p P3/2 ) and 3968 A (4p P, /2 ).

For carbon and hydrogen, line intensities have been
measured for a pure epoxy anode as well as for epoxy
anode with admixtures. The results were similar for both
anodes indicating the absence of interference of lines of
the admixed elements (Mg, Ca, Si, and Na) with the car-
bon and hydrogen lines. The interference of lines from
adsorbates on the anode was examined by observing a few
line intensities of H, 0 II, 0 III, N I, N II, and N III. This
allowed us to estimate the intensities of strong lines of
these species and to avoid observations of nearby lines.
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Similar precautions have been taken with respect to lines
of the admixed elements. Note that an impurity hne
about 0.1 A from the observed line could be resolved (see
Sec. II).

We verified the absence of optical-thickness effects on
our measurements. Using the upper-level populations ob-
tained from Eq. (1) we estimated the corresponding
lower-level populations with the aid of our collisional-
radiative code. These lower-level populations, together
with the measured' spectral line profiles, were used to es-
timate the line self absorption along the line of sight. Ex-
cept for the C III 2297-A line, the estimated self absorp-
tion for all observed lines was found to be small as
confirmed by the experimental tests discussed in Ref. 15.
The intensity of the 2297-A line was corrected for the
mild self absorption.

IV. DATA ANALYSIS

A. The time-dependence collisional-radiative code

The measured line intensities were analyzed with the
aid of our collisional-radiative code that determines the
level populations as a function of time by solving rate

FIG. 3. Measured absolute populations (divided by the de-

generacy) given by the solid lines. The measurement uncertain-

ty is as in Fig. 1. (a) Mgt 3s3p P level (obtained from the inten-

sity of the 2852-A line). The calculated population using the P
source [Eq. (3), see Sec. IV C] with A(Mg I)=6.2 X 10'

particles/cm ns is given by the curve P. The population for the
L source (see Sec. IV D) is given by the curve L (t). Here, T, =7
eV. (b) Mg tt 3p P3/2 level (2796-A line). The calculated popu-
lation using MgI and Mgrr P sources [Eq. (3), see Sec. IV C] is

given by the curve P. The populations for an Mg t L source and
an Mg tt P source, and for both Mg t and Mg tt L sources (see
Sec. IV D), are given by the curves L ( t) and L ( tt), respectively,
Here, A(Mg t) is as in (a), A(Mg tt) =7.8 X 10' particles/cm'ns,
and T, =7eV.



1078 MARON, PERELMUI I ER, SARID, FOORD, AND SARFATY 41

equations of various atomic processes for given initial
particle densities, see Ref. 14. A full description of the
code is planned to be given in a future publication. Here,
we shall give a general discussion and specify the rates
used for the calculated atomic processes.

The code assumes experimentally determined electron
density n, (t) and temperature T, (t) that are treated as in-

put parameters. The use of the measured time-dependent
electron density for the calculation of the level popula-
tions allowed us to ignore the change in the electron den-
sity due to the continuous particle ionization in our
determination of the particle fluxes into the plasma.
However, it is found a posteriori (see Sec. VB) that the
measured rise in the electron density is consistent with
the determined particle cruxes and ionizations in the plas-
ma.

The description of our model for carbon is as follows.
It consists of 7 levels for CI, 14 levels for CII, 42 levels
for CIII, and 10 levels for CIv. CI excitation rates are
obtained from calculations given in Refs. 17 and 18. C II
excitation rates for both spin-allowed and spin-forbidden
transitions among the seven lowest levels are taken from
the compilation of Itikawa et al. ' Transition rates
among higher levels are calculated using the analytical
expression for the Gaunt factor given by Post and Jen-
sen, with the oscillator strengths given in Refs. 21-23.
Ionization rates from the ground state and from higher
levels of C I, C Ir, and C III are obtained using semiempiri-
cal fits to recent cross-section data, as is described in Ref.
24. Branching ratios into multiple final states for both
ionization and recombination are also included by using
the ratios of final-state degeneracies or, in the case of
equivalent electrons, by using squared fractional paren-
tage coefficients. CIII excitation rates for both spin-
allowed and spin-forbidden transitions among the 14
lowest levels are given in Ref. 19. Transition rates among
higher levels in C III are calculated from the expressions
given in Ref. 20, using oscillator strengths given in Refs.
21, 22, and 25. This modeling has been modified to in-
clude higher-n levels as discussed in Ref. 14.

Our magnesium model consists of the five lowest sing-
let levels for Mgt, 42 levels for Mgtt (n=3 through
n= 11 levels), and the ground state for Mg ttt. The oscil-
lator strengths for MgI are taken from Ref. 26 which
agrees with other calculations, as discussed in Ref. 27.
The oscillator strengths for MgII are taken-from Lind-
gard and Nielsen which agree to within 10% with Refs.
21 and 22.

The All model consists of 15 levels of Alt, and the
ground state of A1II, A1II is not modeled in our code.
The code for Alttt includes 47 levels for Alttt (n=3
through n=12) and the ground state of Altv. It was
verified that the addition of more levels did not alter the
populations of the observed levels or the ionization rates.
Oscillator strengths are taken from Refs. 21 and 22 for
Al I and from Ref. 28 for Al III.

Calcium is modeled with 13 levels of Ca I, 19 levels of
Ca II, and the ground state of Ca III. Oscillator strengths
are taken from Refs. 21 and 22. Ionization and excitation
rates for Mg I, Mg I1, Al I, Al III, Ca I, and Ca II are taken
from Ref. 20. Ionization and excitation rates for hydro-

gen are taken from Johnson*s calculations that were
supported by measurements.

The values of the electron density used were obtained
from our Stark broadening measurements of the H&
line. ' The measured electron density distributions
n, (x, t) are shown for five times in Fig. 4(a). For simplici-
ty, we use for the calculations a time-dependent position-
averaged electron density n, (t) that is shown in Fig. 4(b).
The first time the electron density could be measured was
t =25 ns. For the value of n, (t }at to =20 ns, which is the
earliest time at which line emission is detected (see Sec.
III},we use the same value as for 25 ns. The uncertainty
in the value of n, (t), 220%, has little effect on the con-
clusions to be drawn here, as discussed in Sec. IV F.

The electron temperature T, was determined in Ref. 14
to be between 5 and 8 eV. The temporal changes of T,
throughout the pulse were estimated to be within this un-
certainty range. For simplicity we assume a constant
value for T, . We first analyze the line intensities assum-

ing T, =7 eV and then we discuss the sensitivity of our
conclusions to changes in T, between 5 and 9 eV (see Sec.
IV F).

B. Instantaneous material source for the plasma

We now compare the observed temporal variation of
the line intensities to predictions from our code by as-
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FIG. 4. (a) Electron density axial distribution n, (x, t) ob-
tained from H& Stark broadening, for five times (given in
nanoseconds) throughout the pulse. The spatial resolution is
=0.3 mm. The data points are connected by straight lines. (b)
Electron density n, (t) averaged over position as a function of
time. The uncertainty in n, (x, t) and in n, (t) is +20% as indi-
cated.
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suming, in the first instance, that these variations result
from time-dependent excitations and ionizations of ma-
terial that is released from the anode surface early in the
pulse. We assume for each species initial conditions of an
instantaneous supply of particles into the anode plasma
at t = fp i.e., the source function

S(i)= A (i)5(to) particles/cm2ns, (2)
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FIG. 5. (a) Calculated population of the C I 2p3s 'P level for

an instantaneous Ct source [Eq. (2)], normalized to the total
number of CI particles injected at t =to, as a function of time
for T, =5 and 7 eV (as indicated) using the measured n, (t) given
in Fig. 4(b). Also shown are the populations of the C II 3p P3/2
level that result from C I ionization. (b) Calculated ratios of the
CI 2p3s 'P population to the Crt 3p P3/2 population for the
same conditions as in (a) and for 5 and 7 eV as indicated. Also
given is the experimental ratio (solid line) taken from the data in

Fig. 1 with the indicated error bar of +30%. (c) Calculated
population of the hydrogen n=3 level, normalized to the total
number of hydrogen atoms supplied instantaneously at t =tp
[see Eq. (2)], for T, =5 eV.

where A (i) is the amplitude of species i and 5(to ) is the 5
function. At t =tp all species are assumed to be in the
ground state. This assumption will be shown below to be
of little importance for the present discussion.

Calculated populations of the C I 2p3s 'I' level and the
Ctt 3p P3/2 level are shown in Fig. 5(a) for an instan-

taneous C l source [Eq. (2)] assuming T, = 5 eV and using
the measured electron density n, (t) given in Fig. 4(b).
The C II particles shown in this figure are produced from
the ionization of C I. The C I excited-level population in-
creases to a maximum in about 10 ns due to the fast
equilibration time of the excited levels with the ground
state of the same charge state. The population then de-
cays in =30 ns due to ionization. This behavior is clearly
inconsistent with the observed rise up to t =70 ns and the
plateau of the C I level population shown in Fig. 1.

The discrepancy between the calculation and the ob-
served level populations are even larger for higher elec-
tron temperatures within our uncertainty range. This is
demonstrated in Fig. 5(a) which shows the faster C l ion-
ization and level-population decay for T, =7 eV. Fur-
thermore, in the case of T, =7 eV another discrepancy
between the calculation and the observations is seen from
the comparison of the calculated ratio between the CI
and the C II level populations with the experimental ratio.
These ratios are presented in Fig. 5(b). It is seen that for
t) 75 ns, due to the fast C I ionization into C II, the calcu-
lated ratio becomes much smaller than the experimental
ratio. Since the C II amount cannot be reduced (it results
from the C l ionization), the calculated ratio can increase
only if an additional C I injection into the plasma is as-
sumed to occur throughout the pulse.

Such calculations have been repeated for H, Mg I, Al I,
and Ca I giving very similar conclusions both for the tem-

poral variation of the level populations and for the ratio
between the level populations of the neutral particles and
of the singly charged ions. This is to be expected since
the ionization times for these atoms are similar. For
brevity, we present only the calculation for hydrogen [see
Fig. 5(c)] showing, even for T, =5 eV, the decay of the
n=3 level population during the pulse, in disagreement
with the measurement given in Fig. 2.

The main conclusion from the comparison is that an
instantaneous supply of neutral particles [Eq. (2)] cannot
explain the observed time dependence of the neutral-
particle line intensities, namely the rise (up to t =70 ns)
and the plateau. The conclusion is not sensitive to the
values of n, (t) within the uncertainty range of +20%.
This is because of the relatively short (~ 20 ns) neutral-
particle ionization time for this parameter range. Fur-
thermore, if a large fraction of the particles delivered into
the anode plasma at t = t p are excited rather than being
at the ground state, as is assumed, the discrepancy be-
tween the calculations and the measurements would be
even larger, since the C I ionization time would decrease.

C. Continuous material supply to the plasma

In order to explain the observed line intensities we sug-
gest that particles are being continuously supplied from
the anode surface into the plasma throughout the diode
voltage pulse. In this study we do not attempt to under-
stand the form of the ejection rate, thus, for the sake of
simplicity, we suggest a source function parabolic in time
common to a11 species observed. This parabolic function
(called here the P source) is given by
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particles/cm ns .

(3)

It has its zeros at t =to=20 ns (the time at which the
plasma is first observed, see Sec. III) and at
t =to+76=96 ns as shown in Fig. 6(a). The value of
A (i), the peak ejection rate for species i, will be deter-
mined by fitting S (i ) to the measured line intensities. Us-
ing this source function, reasonably good 6ts for the ob-
served line intensities during the pulse are obtained.
More perfected fits can be obtained at the expense of
complicating the source form, although this will have lit-
tle effect on the inferred time-integrated amount of the
material ejected (see Sec. IV E).

However, the P source will not explain all observed
line intensities after the main pulse since for the neutral
particles and certain singly charged ions ejection from
the surface does not entirely stop at this time. For these
species we shall use a source that allows continuing ejec-
tion for late times. This source (called here the L source)
is obtained from the P source by keeping the value of the
P source constant for t & 80 ns, as shown in Fig. 6(a). The
use of the L source for determining the ejection rates for
some of the species after the pulse is postponed to Sec.
IV D.

We now use the P source [Eq. (3)] to calculate the C I

2p 3s 'P level population for T, =7 eV and
A(C I) =9.4X 10' particles/cm ns. This is shown by the
curve P in Fig. 6(b) together with the observed popula-
tion taken from Fig. 1. It is seen that the continuous
source function given in Eq. (3) gives a good agreement
between the two populations for times up to t =80 ns.
For later times the calculated population is too low, indi-
cating that unlike the P source, the actual C I source also
continues at late times, as wil1 be shown in Sec. IV D.

We now examine whether the CI continuous source
may explain the observed CII level poulations. The cal-
culated C II 3p P3/2 level population resulting from ion-
ization of C I is shown in Fig. 7(a). Also given are the cal-
culated and the experimental ratios between the C1I
3p P3/2 and C I 2p3s 'P level populations. The calculat-
ed C II level population is much smaller than the C I level
population up to the end of the pulse (the ratio increases
to 1 only at t =100 ns), while the experimental ratio is
about 2 throughout most of the pulse. This suggests the
presence of an independent source for C Ir particles.

We would like to emphasize this result since it illus-
trates an important feature of the continuous source.
The continuous source of CI at the ground state causes
an increase in the excited level populations due to the fast
excitations from the ground state and the relatively long
C I ionization time. Also, because of the long ionization
relaxation time, the relative increase in the C I excited

I.5 r

(II)
- (a /

Pt. f

I.O—
O~

4) a
V

0.5—
o

Ch

0.0

2.5xlO lO

L Source
/
/

keaeee
/ P $oarg

(aq. s)
/

ls I I a I

.9
CI

-4
px )0

/ (
/

~cg

/
Ratio

I .~ I I l

.9
O
IK

—I o
~ ~

C4

2.0-
E

c 1.5-
0~~
0

1.0-

a 0.5—
ED

0.0-
0 50 IQQ

Time tns)

I SQ

&x I0
-4

l.5x I0
~~

~P~&aCI

o
CL '

fa
o I-a c

II - I.0

I
K stt)

'I

i

50 . T5 F00 l25

- 0.5

0 Il
0 25

C0~M

R-"

p

FIG. 6. (a) Illustration of the continuous parabolic source [P
source, Eq. (3) with A = 1] of particles in their ground state used
for the calculations. The L source, used to describe the particle
ejection after the pulse (see also Sec. IVD), is also shown. (b)
The calculated C I 2p3s 'P level population for a P source of C I
in the ground state as given by Eq. (3) using A(C I)=9.4X 10'
particles/cm ns (curve P), together with the measured popula-
tion (solid line) taken from Fig. I. Curve L(r) gives the calcu-
lated population using the L source, see Sec. IV D. Here, T, =7
eV is assumed.

FIG. 7. (a) The calculated CIr 3p P3/2 level population for
T, =7 eV using a C I P source with 3= 1, together with the cal-
culated ratio of the CII 3p P3/2 population to the Cr 2p3s 'P
population. Also given is the experimental ratio with the uncer-
tainty of +30% as indicated. (b) The calculated CII 3p P3/2
population for an instantaneous C tt source [Eq. (2)], normalized
to the total number of C II particles supplied at t = tp as a func-
tion of time. Also given is the calculated MgII 3p P3/p popula-
tion, for an instantaneous Mg II source, normalized to the total
number of Mg II particles supplied at t = to. Here T, =5 eV.
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level populations due to the continuous CI injection is

significantly larger than the relative increase in the CII
density produced by the C I ionization. Therefore, while

the C I source reproduces satisfactorily the experimental
CI level population, it predicts too low populations for
the C II levels. This point should be taken into account in
inferring the densities of the higher charger states as wi11

be discussed in Sec. V G.
As with C I, an instantaneous C II source at t = tp [as in

Eq. (2)] is found to be inconsistent with the temporal
variation of CII level populations. This is shown in Fig.
7(b), where it is seen that in the case of an instantaneous
source at t =to the C II level population, calculated for
T, =5 eV, reaches a maximum in about 20 ns and then
decays throughout the pulse (due to the CII ionization).
This is not consistent with the observed rising intensity
presented in Fig. 1. A similar calculation for Mg II is also
presented in Fig. 7(b) showing a large discrepancy be-
tween the calculated level-population decay and the ex-
perimental level population given in Fig. 3(b). The calcu-
lated level-population decay would be even faster for
T, & 5 eV and thus even more inconsistent with the data.
Thus, we suggest that also C II ions are continuously in-
jected from the surface into the plasma. We assume the P
source [Eq. (3)] with A(C II)=4.5 X 10" particles/cm2ns.
The calculated CII level population, that results from
both C I and C II P sources, is given by the curve P in Fig.
8(a) together with the data, showing a satisfactory agree-
ment.

The CIII 2p 'D absolute level population resulting
from the ionization of C II (produced by the combined C I

and C II P sources) is now calculated This .gives a popu-
lation that is lower than the measurement given in Fig. 1.
To match the calculated CIII level population to the
measurement we added an independent CIII P source
with A(C III)=2.3 X 10" particles/cm ns. The resultant
level population is presented by the curve P in Fig. 8(b)
which shows a reasonably good fit to the data, Here we
note that ionization of CIII ions in the plasma can be
neglected (the ionization time is greater than 10ps) and
the 2p level-population decay at the end of the pulse is
due to the decrease in the observed plasma density [see
Fig. 4(b)].

Line intensities of all other neutral particles observed
(H, Mg I, Al I, and Ca I) were satisfactorily explained by
the continuous P source. Fits for H and Mg I are shown
in Figs. 2 and 3(a), using the amplitudes A(H) =2.5 X 10t~

and A(Mg I)=6.2X 10 particles/cm ns. For hydrogen
a good agreement between the calculated and the experi-
mental level populations up to t =80 ns is obtained (a
better fit for t) 80 ns will be discussed in Sec. IV D). The
fit for Mg I for t & 80 ns can be improved, if necessary, by
modifying the source form as mentioned above.

The analysis of the line intensities of the singly charged
ions MgII and CaII gives conclusions very similar to
those for C II. For example, the Mg I P source [Eq. (3)]
predicts an Mg II level population that is about ten times
sma11er than the experimental Mg II level population
given in Fig. 3(b). Adding an instantaneous Mg II source
at t =to cannot explain the Mg II line intensity due to the
fast decay of the calculated Mg II level population during
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FIG. 8. (a) The calculated CII 3p P3/2 population for P
sources of Ct and Crr in their ground states [Eq. (3)] using

A(C I)=9.4X 10' and A(C II) =4.5 X 10" particles/cm ns
(curve P), together with the observed level population taken
from Fig. I (solid line). Here T, =7 eV [as in Fig. 6(b)]. Also
shown are the calculated populations for a CI L source and a
C rr P source [curve L (r), see Sec. IV D]. (b) Calculated popula-
tion (curve P) of the C III 2p 'D level for P sources of C r, C II,
and C III using A(C I) and A(C II) as in (a) and
A(C III) =2.3 X 10" particles/cm ns, together with data from
Fig. 1 (solid line). Also shown is a calculation using the L
source for C I and the P sources for C rr and C rtr [curve L ( t),
see Sec. IV D]. Here T, =7 eV.

the pulse as shown in Fig. 7(b). A continuous P source
for MgII is, therefore, suggested. The calculated MgII
level population due to the combined MgI and Mg II P
sources [using A(Mg II)=7.8 X 10 particles/cm ns] is
presented by the curve P in Fig. 3(b), showing a satisfac-
tory fit up to t = 80 ns.

Since our code does not include as yet a satisfactory
modeling for Al II ions, we could not obtain the Al II ejec-
tion rate. For A1III we use a P source that is meant to
represent the combined Al III supply due to Al II ioniza-
tion and due to direct Al III fiux from the surface. Such a
source, using A(Al III)=1.9 X 10' particles/cm ns, pro-
vides a good fit to the measured Al III line intensity.

In our model of the continuous particle source we
neglected the material density at I = Ip. This is justified a
posteriori since the level populations throughout the pulse
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were shown to be dominated by the particle supply at) to ~ Also, we assumed that the particles supplied are
in the ground state. The possibility that the injected par-
ticles are excited due to electron-impact excitations close
to the anode surface (in keeping with the discussion in
Sec. V A) would have little efFect on our fitted level popu-
lations.

In determining the actual ionic source amplitudes the
ion losses to the diode acceleration gap should also be
considered. The proton losses to the diode gap are unim-
portant for this discussion since the determination of the
neutral hydrogen source is not pffected by the proton
density (recombination is negligible). The losses of the
other singly charged ions are believed to be small since
these ions are shown not to reach the outer (ion-emitting)
region of the plasma (see Sec. V D). Most of the extract-
ed nonprotonic ions are doubly charged ions, where the
C III ions are dominant due to their largest abundance in
the plasma and their relatively fast motion towards the
outer plasma region (see Sec. V D). Thus, we assume that
all nonprotonic ions in the beam, found from charge-
collectors measurements to constitute about 50% of the
ion current (see Sec. VE), are CIII ions. The total ion
current density was observed to rise during the pulse to
about 100 A/cm . We thus infer that the total time-

integrated C III losses to the diode acceleration gap dur-
ing the pulse is 8X10' particles/cm . Accounting for
the CIII losses to the gap increases the amount of the
C III ejection rate from the anode surface from the value
A{C111)=2.3 X 10" used in Fig. 8(b) to 3.8X 10"
particles/cm ns. This value for A(C111) is the one given
in Table I (see Sec. IVE), since it represents the actual
source amplitude for C III.

D. Material ejection after the pulse

As already indicated the release of neutral particles
from the anode surface does not drop to zero as the P
source [Eq. (3)] does. Indeed, using the L source [see Fig.
6(a) and text in Sec. IV C], which allows continuing ejec-
tion late in the pulse, gives a better fit for the neutral-
particle line intensities for this period of time. The
neutral-particle level populations calculated with the L
source are shown by the curves L (I) in Figs. 2, 6(b), and
3{a) for H, Cl, and Mgl, respectively. Clearly, the L
source fits the observed populations after the pulse better
than the P source for all the neutral particles observed.

The use of the L source for the ions, however, is not al-
ways justified. Let us first look at the CII level popula-

TABLE I. Measured peak (at t =80 ns) level populations n„per cubic centimeter for CI, CII, CIII,
and hydrogen. Also given are the calculated total particle densities n„ inferred from n„, the amplitudes
of the source functions A {i)[see Eq. (3)], and the total number lV of particles supplied directly from the
surface into the anode plasma (not including the particles produced by ionization of the lower charge
states) up to t = to+76=96 ns. In obtaining N for C I and H we used the L source (see Sec. IV D). The
fraction of ions at t=96 ns that results from the ionization in the plasma of the lower charge states is
given by f. For A, N, and f for C iti, the C tti losses to the diode acceleration gap have been taken into
account {see See. IV C). Also given is the ionic charge density Q and the total charge density Q, due to
C rr, C rrr, and protons produced by hydrogen ionization in the plasma (not including direct proton ejec-
tion from the surface). In obtaining the average particle and charge densities the plasma thickness I„
[see Eq. {1)]was assumed to be 0.1 cm. The results are given for T, =7, 5, and 9 eV {for 5 and 9 eV see
Sec. IV F). The measured time-dependent electron density used for the calculations is given in Fig. 4(b).
The numbers in square brackets are powers of 10.

Atomic level

CI 2p3s 'P
CII 3p P3/2
C III 2p 'D
H(n =3)
Protons

T.
(eV)

(cm ')
( +70%)

2.5[10]
6.6[10]
2.8[11]
2.8[10]

(cm )

(+70%)

1.1[13]
2.2[14]
1.2[14]
6.6[14]
3.9[14)

(cm ~ns ')
(+50%)

9.4[10]
4.5[11]
3.8[11]
2.5[12]

1V

(cm )

( +50%)

5.2[12]
2.3[13]
2.0[13]
1.4[14]

(~40%)

0.16
0.25

(e/cm')
(+70%)

2.2[14]
2.4[14]

3.9[14]
8.5[14]

CI Zp3s 'P

C rr 3p 2P3&2

Ctree 2p''D

H(n =3)

Protons

2.5[10]

6.6[10]

2.8[11]

2.8[10]

1.3[13]
9.6[12]
3.9[14]
1.6[14]
2.6[14]
8.1[13]
1.3[15]
4.5[14]
2.9[14]
4.7[14]

7.1[10]
1.2[11]
8.3[11]
3.3[11]
7.2[11]
2.5[11]
3.5[12]
2.3[12]

4.0[12]
6.8[12]
4.2[13]
1.7[14]
3.6[13]
1.3[13]
2.0[14]
1.3[14]

0.06
0.27
0.07
0.52

3.9[14]
1.6[14]
5.2[14]
1.6[14]

2.9[14]
4.7[14]
12[14]
7.9[14]
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tion shown in Fig. 8(a). The calculated population for a
C I L source and a C II P source [curve L (I)] is somewhat
larger than the measured CII population. Assuming a
direct ejection of C II also after the P source results in an
even larger deviation from the measurement. This con-
clusion is not dependent on the electron temperature as-
sumed as can be seen from the fits given in Fig. 9 for
T, = 5 eV (see Sec. IV F). Contrary to this, the calculated
line intensities for MgII [see Fig. 3(b)], using P sources
for the neutral particles and the singly charged ions, are
too small for t) 80 ns [see the curve P in Fig. 3(b)]. Us-
ing an L source for the neutral particles increases the lev-
el populations of the singly charged ions very little, as
shown by the curves L (I) in Fig. 3(b). L sources for both
the neutral particles and the singly charged ions are re-
quired to reproduce the observed intensities for this
period of time as shown by the curves L (II) in Fig. 3(b).
Similarly, it is found that an L source is required also for
Ca II. A plausible explanation for the absence of the C II
ejection and the continuing ejection of Mg II and Ca II for
t ) 80 ns is discussed in Sec. V A.

For the doubly charged ions C III and Al III P sources
[Eq. (3)] provide reasonable fits for the measured popula-
tions, see Fig. 8(b) for C III. Continued ejection near the
end of the pulse for doubly charged ions predict many
more of these ions than found experimentally. We also
note that the use of the L source for the neutral particles
leaves the level populations of the doubly charged ions

practically unchanged. This is shown in Fig. 8(b) for
C III, where the C III level population calculated using an

L source for C I is given by the curve L ( I).

E. Particle fluxes and densities

In Tables I and II we summarize some of the quantities
obtained in our analysis for the various species. We
present the absolute level populations n„observed during
the plateau period (t =70-95 ns) together with the total
particle density n, calculated using n„. We also give the
amplitude A of the best-fit P source [Eq. (3)] and the total
amount N injected per square centimeter into the plasma
up to the end of the source at t =to+76=96 ns. For the
total number N of the neutral particles, Mg II, and Ca II
supplied up to t=96 ns, we use the L source [see Fig.
6(a)] which gives an N larger by 10% than the P source.
Here, N for each species refers only to the direct ejection

from the surface. We note here that improving the fitting
of the sources by using source forms other than the para-
bolic form is estimated to change N by approximately
10%. The total number of ions per square centimeter
present in the plasma at the end of the pulse, including
the fraction contributed by ionization of the lower charge
states, can be obtained by multiplying n, given in the
tables by 0.1 cm which is the plasma thickness used in
Eq. (1). The ion fraction f that results from ionization of
the lower charge states is also given. In Table I we also
give the charge density Q of carbon ions and of protons
produced by hydrogen ionization (direct proton injection
is not included since it has not been determined in this
study, see further in Sec. VB) as well as the resulting to-
tal charge density Q, . The calculated Q and the results
for T, =5 and 9 eV given in Table I are discussed in Sec.
IV F.

Note that the density ratios of the different charge
states in our plasma, being determined by ionization and
time-dependent particle fluxes into the plasma (recom-
bination is very slow}, are very different from the steady-
state ratios. For example, the calculated steady-state
density ratios of Ci:Cii:C III, using n, =2.3X10' and

T, =7 eV, are 1:2X 10:2X 10, while these ratios for our
plasma are 1:20:11 (see Table I). This emphasizes the
need for time-dependent measurements and calculations
for determining the plasma composition in experiments
in which 100-ns-duration plasmas are considered.

F. Sensitivity of the analysis
to the plasma parameters

We now discuss the sensitivity of the determination of
the source functions to the values of n, and T, . Varying
n, and T, within the uncertainty ranges (+20% and 5—8

eV, respectively) does not alter the conclusions drawn
above, namely, the need for continuous particle sources.
What does change in the fits with varying n, and T, are
the absolute source amplitudes. We will discuss the
changes in the source amplitudes only for hydrogen and
carbon species which are the major plasma components.
The uncertainty in n, (t) causes an uncertainty of +20%
in the inferred source amplitudes. The uncertainty in T,
has a larger effect. In Fig. 9 we give the calculated level
populations for the best-fit P sources [Eq. (3}]for C I, C II,
and CIII using T, =5 eV. The amplitudes used are

TABLE II. Measured and calculated results, as in Table I, for Mg I, Mg Ir, Al I, Al III, Ca I, and Ca II.
In the calculations T, =7 eV. In obtaining N for Mg I, Mg II, Al II, Ca i, and Ca II, the L sources were
used (see Sec. IV D). The numbers in square brackets are powers of 10.

Atomic level

Mg I 3s3p 'P
Mgii 3p'P3/2
A1I 3s'3d D, /,
A1III 4p P3/2
Car 4s4p 'P
Caber 4p P3/2

(cm ')
(+70%)

2.0[8]
3.9[9]
2.6[8]
7.0[9]
1.8[8]
2.2[9]

Plt

(cm ')
(+70%)

3.5[9]
8.6[10]
1.3[11]
5.9[12]
1.7[9]
6.2[10]

(cm 'ns ')

(+50%%uo)

6.2[7]
7.8[8]
3.5[9]
1.9[10]
5.8[7]
3.5[8]

(cm )

(+50%)

3.5[9]
4.3[10]
2.0[11]
9.6[11]
3.3[9]
2[10]

0.08

0.20

(e/cm )

(+70%)

8.6[10]

1.2[13]

6.2[10]
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A(CI)=7.1X10, A(CII)=8.3X10", and A(CIII)=5.6
X 10" particles/cm ns giving satisfactory fits. The main
difference between the 6ts for 5 and 7 eV is that for 5 eV
the P source for C I predicts a level population for t & 80
ns closer to the experiment than the P source for 7 eV.
This results from slower CI ionization for T, =S eV.
However, also for T, =5 eV an L source for CI is re-

2.5xIO

2.0—

I.5—

I.O-

0.5-

0.0

(b)CX

quired to explain the level population after the pulse, as
shown by the curve L (I) in Fig. 9(a). The fits for hydro-
gen for 5 eU for both a P source and an L source are
shown in Fig. 10, leading to the same conclusions. Such
fits were also repeated for T, =9 eV giving similar results.

In Table I we summarize the calculated results ob-
tained from the best-fit sources for 5 and 9 eV. It is seen
that the inferred source amplitudes depend on the T, as-
sumed. For the uncertainty range of our T„5—8 eV, '

A(CI), A(CII), and A(C III) vary by factors smaller than
2, 3, and 3, respectively. The hydrogen ejection rate
varies by 50%. Also the fraction of ions f produced by
ionizations of the lower charge states and the relative
abundance of carbon ions and protons (produced only by
hydrogen ionization in the plasma) are dependent on T,
Similar uncertainties, due to the uncertainty in T„have
to be assumed for all other species reported. It is seen in
Table I that the calculated total charge density Q, varies
by only +20% within the temperature range of 5—8 eV.
In Sec. V B the total charge density is used to obtain the
rise in the total plasma areal density during the pulse.

G. Comparison of the calculations
with further observations

0

SxIO"—
(c

We note here an additional experimental consistency
with our calculations. Experimental verification of the
plasma optical thickness for a line transition gives an esti-
mate for the population of the lower level. While this
was helpful for examining our estimates of atomic level
populations it was especially important for estimating the
ground-state population (when a transition to the ground
state could be observed). We used this method to esti-
mate the ground-state population of Mg II. As discussed
in Ref. 15, the spectral width of the MgII 2796 A
(3p P3/2~3s Sr/2) line was found to vary within about
10% with the active anode length up to I, =14 cm. Since
a 10% increase in the width corresponds to an optical
thickness v of about 0.5 this gives approximately
1.2 X 10" cm for the population difference between the
ground state and the first excited state. Calculations
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FIG. 9. Calculated level populations for CI, CII, and CIIr
for T, =5 eV, together with the data taken from Fig. 1 (solid
lines). (a) The C I 2p3s 'P level using A(C I)=7.1 X 10'
particles/cm ns. The curves P and L(I) correspond to a P
source [Eq. (3)] and an L source, respectively. (b) The Cn
3p P3/2 level using the C I L source as in (a) and a C tI P source
with A(C rr) =8.3 X 10" particles/cm~ ns [curve L ( I)]. (c) The
C III 2p 'D level using the C I L source, the C II P source, and a
Crtt P source with A(Crn)=5. 6XIO" particles/cm'ns [curve
L (r)].
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FIG. 10. The calculated H n= 3 level population using the P
source [Eq. (3)) with A (H) =3.5X 10" particles/cm'ns (curve
P) and the L source [curve L(r)], together with the experimen-
tal data from Fig. 2 (solid line). Here T, =5 eV.



41 SPECTROSCOPIC DETERMINATION OF PARTICLE FLUXES. . . 1085

based on our experimental line intensities give for Mg II

during the plateau period a population difference that

agrees with the estimate established here. (Remember
that populations are always divided by the degeneracy
factor. )

In our analysis we have not discussed the calculations
for all line intensities observed for each species. Almost
all calculated line intensities were consistent with the
measured intensities discussed above except for the ratio
between the CIII 2p level population and the popula-
tions of the higher CIII levels as discussed in Ref. 14.
However, in order to obtain the C III ground-state density
we used our code and the absolute population of the 2p
level, the lowest level observed, as discussed in Sec. IV C
and IV D. This gave a reasonable C ttt density (see Table
I), while the observed C Itt high-level populations togeth-
er with the code calculations give five times higher densi-
ties. The use of the 2p level population to obtain the
C III ground state density is justified on the basis of line-
intensity ratio measurements made in the edge plasma of
the TEXT tokamak. ' In these measurements the inten-
sity ratio of the 2s2p P—2p P transition to the
2s 'S-2s2p 'P transition was found to be in good agree-
ment (to within the experimental uncertainty of approxi-
mately 20%) with calculations from a Cttt model that
uses collisional excitation and deexcitation rates based on
R-matrix calculations of Berrington. In these studies '

independent temperature and density measurements of
the edge plasma were used to allow a direct comparison
of measurements with predictions from the code. Similar
experimental agreement was found for the intensity ratios
for other Be-like ions (Ov, Fvt, NevII). This good
agreement for transitions amongst the n =2 levels is attri-
buted to the accuracy of the R-matrix calculations which
include resonance effects.

In order to estimate the sensitivity of the inferred par-
ticle fluxes to uncertainties in process rates used in the
code, we recalculated C III fluxes using either different ra-
diative decay rates or different excitation rates. Decreas-
ing all radiative decay rates A;& by 30% (and not chang-
ing the excitation and deexcitation rates), which is a
reasonable estimate for their average uncertainty, result-
ed in an increase in the C III flux by approximately 10%.
Decreasing excitation and deexcitation rates by 30% (and
not changing 8,„)resulted in a 30% decrease in the C Itt
flux. Measurements of spectral intensities from Be-like
ions in 0-pinch plasmas ' have suggested that a few
particle excitation and radiative decay rates may be in-
correctly calculated by as much as a factor of 2. Howev-
er, we have found that the 2p 'D population, as calculat-
ed in the code, is insensitive to changes in these particu-
lar transition rates, and thus would cause little additional
uncertainty in the magnitude of the C III flux. Finally, we
also recalculated the Mg I and Mg II fluxes using oscilla-
tor strengths smaller by 30%, which also reduced the
rates of the radiative decays, excitations, and deexcita-
tions. This increased the inferred Mg I and Mg II fluxes
by less than 15%. All changes in the rates were found to
have no significant effect on the general shape of the pop-
ulation time history. Thus, only the magnitudes of the
particle fluxes are found to be sensitive to changes in the

rates, and therefore our conclusions on the occurrence of
a continuous supply of material are unaffected by these
uncertainties.

Optical thickness effects in the calculations were exam-
ined as described in Ref. 14. Mild thickness was found

only for the CII 2s2p P~2s 2p P transition and the
C III 2s2p 'P~2s 'S transition. Accounting for this op-
tical thickness increased the populations of a few levels

only slightly relative to the case of optical thinness and
did not affect the ionization rates or the inferred C III to-
tal density.

V. DISCUSSION

A. Particle fluxes into the plasma

The temporal variations of the absolute line intensities
of neutrals and ions of various elements were clearly
shown to be inconsistent with the assumption that all the
material from which the plasma is produced is ejected
from the anode surface only early in the pulse. This as-
sumption also led to large inconsistencies with the ob-
served ratios between the intensities of the neutral-
particle lines and the singly charged ion lines of the same
element. On the other hand all the observations were sat-
isfactorily explained by assuming a continuous flow of
material into the anode plasma (evidently from the anode
surface). Material flux of a simple form, parabolic in

time, was found to give reasonably good fits for several
neutral particles and ions observed in the plasma. Ma-
terial ejection after the diode voltage pulse was also
found. The processes responsible for the release of ma-
terial into the anode plasma during and after the voltage
pulse are not known and a considerable experimental
effort is required for their understanding. In Ref. 15 we
reported that neutral particles and ions are injected into
the plasma with kinetic energies of about 8 and 20—80 eV,
respectively. The mechanism responsible for production
of such high energies is also as yet not understood. Also,
the factors that determine the temporal shape of the ma-
terial flux are not known.

Our model suggests that singly and doubly charged
ions are continuously injected into the plasma. Such ions
could possibly be produced very close to the anode sur-
face by electron-impact ionization of neutral particles
released from the surface, The electron temperature and
density near the surface are not known. Assuming there
is an electron temperature similar to that observed in the
plasma (7 eV) we calculate the time-dependent ionization
rates of C I and C II a few nanoseconds after being ejected
from the surface. It is found that electron densities of
about 10' cm would be required to produce enough
singly charged and doubly charged carbon ions in about 2
ns. During such a period the ejected particles probably
reside within 10 pm near the anode surface as found in
studies of insulator electrical breakdown. Such elec-
tron densities are not unreasonable taking into account
that particle densities approximately greater than 10'
cm are believed to exist within a few microns from
dielectric surfaces undergoing flashover.

Following the suggestion of ion production in the im-
mediate vicinity of the anode surface, one expects that for
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neutral particles which have higher ionization rates, a
larger fraction would be ionized into singly charged ions.
The actual injection rate of the singly charged ions would
also be dependent on their ionization on the surface into
doubly charged ions. However, it is likely that the higher
the ionization rate of a neutral particle, the larger would
be the ratio of the singly charged ion ejection rate to that
of the neutral particles. Neutral ionization rates on the
anode surface are not known. However, in the anode

plasma we calculate ionization times of 3-5 ns for MgI
and Ca I, while C I ionizes in approximately 20 ns. Mg I
and Ca I are expected to ionize faster than C I also on the
surface. Therefore, it is not surprising that the source-
amplitude ratios A(Mg II)/A(Mg I) and A(Ca tI)/A(Ca I)
are found to be 12 and 6, respectively, larger than
A(C II)/A(C I) =5 (see Tables I and II for 7 eV). Note
that A(C III)/A(C II) is =0.8 (see Table I for 7 eV), small-
er than A(C II ) /A (C I). This may result from the rela-
tively long Crt ionization time (for comparison, the CII
ionization time in the plasma is = 100 ns).

The ejection of neutral particles from the surface and
the ejection of Mg II and CaII were clearly observed to
continue after the end of the diode voltage pulse (see Sec.
IV D). On the other hand, the ejection of C II, C III, and
A1III were observed to be consistent with a parabolic
drop to zero (the P source) at the end of the pulse ( r =95
ns). This finding can also be explained by considering the
particle ionization close to the surface. It is plausible
that the ionization rates for all particles decrease for no
applied electric field. Thus, neutral particles and singly
charged ions of fast ionizing neutral atoms (MgIt and
Ca II) would still be formed on the dielectric surface and
thus injected into the plasma. The injection of C II ions
and doubly charged ions (due to the slower ionization of
C t and of the singly charged ions on the anode surface)
would drop considerably.

We now suggest the possibility that the ions acquire a
large portion of their kinetic energies observed in the
anode plasma' close to the anode surface, presumably
due to electric fields on the surface. This is consistent
with the fact that the particle energies have been ob-
served to be large over the entire plasma to within ap-
proximately 100 JMm from the surface. ' A possible
reason for the neutral-particle kinetic energies may be
charge-exchange collisions of the accelerating ions. Ions
produced on the surface must be assumed to acquire en-
ergies higher than the neutral particles in order to explain
the higher kinetic energies observed for the ions in the
p1asma. Ions produced in the plasma due to the ioniza-
tion of neutral particles injected into the plasma would
retain the neutral-particle kinetic energy. Therefore, for
a small f (see Table I), i.e., for a large fraction of the sing-

ly charged ions that stream direct1y from the surface, one
should expect a larger velocity in the plasma of the singly
charged ions relative to that of the neutral particles.
Indeed, the kinetic energy of Mgu (with f=0.08, see
Table II), averaged over the main diode pulse (r ( 100 ns),
was found to be approximately equal to 27 eV as corn-
pared to 9 eV for MgI. ' Similarly, CII ions with

f=0.16 (see Table I for 7 eV) were found to have an ener-

gy of approximately 18 eV as compared to the C I energy

of 7 eV.
Singly charged ions with higher ionization rates would

more easily ionize into doubly charged ions close to the
anode surface. The details of the ion acceleration near
the anode surface are not known. However, ion accelera-
tion close to the surface is consistent with doubly charged
ions streaming with kinetic energies higher than those of
the singly charged ions. Indeed, part of the C III ions are
injected directly from the surface (rather than being pro-
duced by C n ionization in the plasma, see Table I) and
the average CIII kinetic energy was found to be about
20% larger than the C II energy.

Additional support for this relation between the ioniza-
tions near the surface and the particle kinetic energies in
the plasma comes from the observed silicon ion energies.
The Si II ions ionize much faster than C II. Thus, we ex-
pect a significant production of SiIII on the anode sur-
face. The Si III ions in the plasma are, therefore, expected
to originate mainly at the anode surface and to stream
into the plasma with kinetic energies lager than the Si II
ions. Indeed, the SiIII energy in the plasma during the
pulse was found to be 40—80 eV while the Si II energy was
20-30 eV. This is consistent with our suggestion that,
due to electric fields on the anode surface, the doubly
charged ions produced on the surface acquire more kinet-
ic energy than the singly charged ions. The Si Iv ions in
the plasma, due to the slower ionization of Si III on the
anode surface, are very likely to result from the ioniza-
tion of SiIII in the plasma. This is consistent with the
similar kinetic energies observed for Si ut and Si tv. '

t J;
+N(p, r) f —dt, —

ro e
(4)

where N, ( to ) is the total electron number at to, at which
time the plasma is first observed. Here, N(C II, t),
N(CttI, t), and N(p, t) are the total time-dependent num-

bers of C II, C III, and protons produced in the plasma as
a result of the continuous particle supply (after to) The.
last term in Eq. (4) accounts for the ion losses to the
diode acceleration gap (e being the electron charge). It
was obtained from charge-collector measurements (see

8. Plasma density

The use of the measured average plasma electron den-

sity n, (t) in our calculations allowed us to model the ma-

terial supply to the plasma on the basis of the known in-

stantaneous electron density and avoid the need to calcu-
late the charge in the electron density due to ionization.
We can now use our determined particle fluxes and our
calculated ionic densities to obtain the time history of the
total number of electrons in the plasma. Comparing this
to the experimental electron density will provide a test of
our model and will also be useful in quantifying the con-
tribution of the various fluxes to the plasma density.

Since the plasma ions are mainly protons and carbon
ions we restrict our discussion to these particles. Thus,
the total electron number N, (t) per cm2 in the plasma is

given as a function of time by

N, (t) =N, (to)+N(C'n, r)+2N(C ru, r)
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FIG. 11. (a) Calculated total number per square centimeter
in the plasma of Cn, Cttt, and protons [N(Cit, t), N(Cin, t), and
N(p, t), respective)y] using the source functions given in Table I
for 7 eV. In calculating N(p, t) only protons produced by hy-
drogen ionization are accounted for. The uncertainties of the
areal densities N with respect to each other are +30%%u~ and the
absolute uncertainty is +50%%uo. (b) Calculated total electron
number N, (t} per square centimeter obtained from Eq. (4) to-
gether with the experimental total electron number N;" '(t) ob-
tained from H& broadening. N, (t} is given for T, =5 and 7 eV
as indicated, see Table I. The uncertainty in N, "I"(t) is +20%
as indicated. The uncertainty in N, (t) is +50%, caused by the
uncertainty in the absolute particle fiuxes.

Sec. VE here and Ref. 14) which showed that the ion
current density J,- rises during the pulse to approximately
less than 100 A/cm and it modifies N, ( t) by about 10%.

Our code calculations of N(C II, t ), N(C III, t ), and
N (p, t) are given in Fig. 11(a) for T, =7 eV. In calculat-
ing N(p, t) only the protons produced by the hydrogen
ionization are counted, since the direct proton injection
has not been determined. Using Eq. (4) we can now ob-
tain the total electron number in the plasma N, (t) and

compare it with the experimental number
X¹"t"(t)=J n, (x, t)dx,

obtained from integration of the measured electron densi-
ty distribution. Here, x is the farthest position for
which the H& line was intense enough to allow the line
profile to be obtained with a reasonable accuracy. Exam-
ples of such distributions are given in Fig. 4(a) and in Ref.
15. In Fig. 11(b) we present N, (t) curves calculated for
the temperatures 5 and 7 eV, showing that the rise of
N, (t) is similar to that of N;" '(t). The calculated N, (t)
appears to be smaller than N;" '(tt). This is to be expect-
ed since in these calculations we did not include the
direct proton ejection from the anode surface. Direct

proton ejection probably occurs since direct ejections
were observed for all singly charged ions studied.

Since hydrogen ionization is faster than CII ionizaton
then, using the discussion in Sec. V A, the ratio between
the direct proton ejection rate to that of hydrogen is ex-
pected to be approximately greater than A(C III)/A(C II).
Assuming equality yields a proton ejection rate that in-
creases the calculated N, (t), bringing it to within the er-
ror bar of N,'"~'(t) shown in Fig. 11 for the entire range of
T, (5—9 eV). Thus, assuming a reasonable direct proton
flux from the anode surface, the particle fluxes here deter-
mined explain the rise of the total electron density during
the pulse.

C. Plasma composition

In Sec. VB we presented the total abundances of pro-
tons and carbon ions in the plasma. In this section we
present the total numbers of neutral particles and other
ions observed in the plasma. We use our measurements
and calculations for T, =7 eV (see Sec. IV) to obtain the
areal densities N(H), N(CI), N(MgI), N(MgII), N(AI I),
N(A1 III), N(Ca I), and N(Ca It) as functions of time. We
use the P source for Al III and the I. source, that allows
for continued ejection after the pulse, for the neutral par-
ticles and for MgII and CaII (see discussions in Sec.
1'V D). The results are shown in Fig. 12.

The average hydrogen concentration in the plasma
( =7 X 10' cm, see Table I) is about 20% of the elec-
tron density [given by ¹"~'in Fig. 11(b)]. The hydrogen
at such a concentration does not affect the particle trans-
port since the estimated proton hydrogen collision time is
about 1 ps, and the electron-hydrogen collision time,
dominated by elastic collisions, is estimated to be ap-
proximately 20 ns, which is approximately 70 times
longer than the electron-ion collision time. The hydro-
gen atoms, however, contribute through ionization a
significant amount of protons across the plasma, as dis-
cussed in Sec. V E.

We now discuss the ratios between the various particle
fluxes. The hydrogen flux and the total C I, C II, and C III
fluxes were found to be about 2000 times larger than both
the total MgI and MgII fluxes and the total CaI and
CaII fluxes. However, the MgIII and the CaIII fluxes
(not observed in the present study) should also be taken
into account. Using the ratio of CIII to CII ejection
rates, and estimating the CII ionization time on the
dielectric surface relative to those of Mg II and Ca II, we
obtain that the Mg III and Ca III fluxes into the plasma
are 2—10 times larger than the Mg II and Ca II fluxes. The
total flux of the carbon species would then be only about
400 times larger than the total fluxes of magnesium and
calcium. We estimate that our epoxy mixture contains
about ten times more carbon than magnesium or calcium
atoms. This means that the flux of carbon species inject-
ed into the plasma is approximately 40 times larger than
the magnesium and the calcium flux, relative to the abun-
dance ratio in the epoxy. This presumably results from
the dominant contribution of adsorbates on the surface
(usually hydrocarbons and water) to the material injected
into the plasma. This can be expected from the vacuum
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conditions in the present experiments.
The hydrogen ejection rate is approximately 5 times

larger than the total rate of C I and C II [see Table I and
Fig. 12(a)]. This excessive hydrogen flux may result from
excessive adsorption of water on the dielectric surface.

The total ejection rate of Mg I and Mg 1I was found to
be twice the total of Car and CaII. However, as said
above, for magnesium and calcium the doubly charged
ion fluxes are estimated to be signi6cantly larger than
those of the lower charge states. The CaII ionization
time in the plasma is about twice as short as that of
Mg u. If we assume that the ratio between the ionization
times on the surface is similar to that in the plasma, then
because of the faster Caber ionization the flux ratio of
Ca rII to Ca II is estimated to be about twice as large as
the corresponding ratio for magnesium. Therefore, the
total fluxes of magnesium and calcium particles are simi-
lar. This estimate is close to the ratio of the magnesium
particle number to the calcium number (=1.3) in our
epoxy admixture. Thus, it is consistent with particles of
similar abundances in the epoxy being released in similar
quantities.

The Al I flux is about 60 times larger than the Mg I flux
while the number of Al I atoms in the epoxy is half that
of Mg I. The reason for this is not known to us. It can-
not be explained by aluminum contribution from the
aluminum ribs in the anode structure, since the alumi-
num Aux was large also for an anode made of brass (rath-
er than aluminum}. The Alt flux is approximately 30
times smaller than the C I flux (see Tables I and II} and
the A1 III concentration in the plasma is about 20 times
smaller than the C III concentration.

The concentrations of oxygen and nitrogen species in
the plasma were not studied quantitatively. However,
from the observed intensities of 0 II and 0 III lines we in-

ferred that the OIII concentration is a few times smaller
than CIII. This is consistent with previous measure-
ments' of the composition of ion beams extracted from
anode plasmas produced by surface flashover of various
dielectric materials. In those experiments the oxygen ion
concentration in the beam was found to be about an or-
der of magnitude smaller than that of carbon ions. A few
line intensities indicated that the nitrogen component in
the plasma was smaller than that of oxygen.

8rlO'-

z
2-

0
l.6xlpc

l.2-
CJ

p 08-

0.0

(a

I - l.6rlO'

"l2

-08 I

0.0
Qr l08

z

a

0

D. Particle flow in the plasma

The details of the axial motion of the protons (of Lar-
mor radius =0.7 mm which is about —,

' of the plasma
thickness) and of the heavier iona in the plasma (Larmor
radii comparable to or larger than the plasma thickness}
need further studying. For the present analysis we use
observations' of the ion velocity distribution perpendicu-
lar to the anode and of the average ion velocity away
from the anode. These have been obtained for C III from
measurements of the 2297-A-line Doppler broadening
and Doppler shift perpendicular to the anode surface.
The observations were found to be consistent with the as-
sumption that C III ions move away from the anode sur-
face with the positive half of a Gaussian velocity distribu-
tion. ' This Gaussian velocity distribution was similar to
that observed parallel to the anode which corresponded
to a C tu temperature T(C III) =20 eV. The average (posi-
tive) velocity away from the anode was found to be (to
within the measurement uncertainty} equal to the average
of the positive half of the distribution, i.e.,
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FIG. 12. Calculated total particle number N per square cen-
timeter in the plasma obtained from the source functions deter-
mined in Sec. IV for T, =7 eV for (a) 8 and C I; {b) Mg I, Al I,
and Ca r; and (c) Mg II, Al Iu, and Ca II. The relative uncertain-

ty is +30% and the absolute uncertainty is +50%.

where M(C) is the carbon mass. We, therefore, assume
that the average Now of C III can be described as a ballis-
tic motion of particles ejected from the anode surface
with a Gaussian positive-velocity distribution.

Because of the weak line emission the average axial ve-
locities of CII and CI particles could not be measured
with a satisfactory accuracy. We assume that for these
particles the axial velocity distributions are close to the
positive half of their observed velocity distributions
parallel to the anode. CI and CII are, in addition, as-
sumed to continuously ionize as they traverse the plasma
while the C III ionization is neglected due to its slow rate.

Thus, assuming a positive Gaussian-like axial velocity
distribution for the C I particles ejected at the anode sur-
face, the continuity equation gives their density as a func-
tion of time and distance from the surface,
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i'

2 i S(C t, t')
n(C t, x, r)= exp

v(C t)v'tr o t r—'
x /(r —r')

v(C I)

2

r(C t) (5)

where v(CI)=&2kT(Ct)/M(C)=1. 1 cm/ps is the velocity of CI determined from the measured velocity distribu-
tion. The flux function S(C t, t') is the continuous absolute C I source determined in Sec. IV. The C I density is as-
sumed to decrease exponentially with a time constant equal to the ionization time r(C t) [r(C I) =25 ns for T, =7 eVj.
The ionization times used in the present discussion are the time-averaged ionization times obtained from the
collisional-radiative calculations.

The C II density is given by
'2

2 i S(C tt, t') x/(t t')—
n Cn, x, t = exp

v(C n)v'no . t t' — v(C II)
2

2 i S(C t, r') x/(r r')—
exp

v(CI)&tr ~o r t' — v(Ct)

t —t'
exp — dt'

rCn

r(C tt) t —t'
[r(C D) —r(C t)] r(C n)

exp

—exp
r(C t)

dr (6)

The first term in the equation gives the C II density that
results from the continuous source of CII, S(CIt, t')
determined in Sec. IV. Here, v(CII) and r(Ctt) are the
observed Crt velocity (=1.8 cm/ps)' and the average
C tt ionization time ( = 120 ns for 7 eV). The second term
gives the density of the C II ions that are produced by the
C I ionization and thus have the same velocities as the C I
particles. In this term the CII losses due to ionization
into C III are also accounted for. The C III density is ob-
tained similarly by calculating the C III production due to
the ionizations of C I and C II, by using the C III flux, and
by using v(C ttt) =1.8 cm/ps as observed.

Axial distributions of CI, C II, and C III densities ob-
tained for T, =7 eV are given in Fig. 13. It is seen that
C I ionizes close to the anode surface and C II within less
than 1 mm from the surface. Thus, although the plasma
is fed by C I and C II, the C III ions, being negligibly ion-
ized, dominate the outer region of the plasma. Calcula-
tion of the Cut flux in this region will be given in Sec.
VE3.

The preponderance of the CIII density over the CII
density in the outer plasma region should be reflected in
the relative current densities of these ions drawn in the
diode gap. This is consistent with our experiments in
which no CII line emission could be detected from the
diode acceleration gap while significant line emission
from CIII ions was observed. It is also consistent with
our charge-collector measurements (see Sec. VE3) that
showed that most of the nonprotonic ions in the beam are
C III ions. Furthermore, it is consistent with mass spec-
troscopy data ""' for ions extracted from magneti-
cally insulated diodes using surface-flashover anode plas-
mas. In these experiments most of the carbon ion current
was carried by doubly ionized carbon atoms. Ion traces
that were interpreted as CII might have resulted from
charge exchange of C III ions outside the diode, as sug-
gested by Johnson" and Dreike, ' or from AlIII ions
which are close in charge to mass ratio to C II ions.

We believe that the picture presented here for the flow
of carbon ions is also valid for the flow of the other large
Larmor radii ions in the plasma. Some differences be-
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FIG. 13. Calculated axial density distributions of CI, CII,

and CITY for t=95 ns, using the P source functions determined
for T, =7 eV and given in Table I. The use of the I. source for
C I is not necessary since it little affects the C I total density for
t & 95 ns, see Table I. The relative uncertainty between C I, C II,
and CIII densities is +30% and the absolute uncertainty is
+50%. These uncertainties do not account for the uncertainty
ln T~.

I

tween the various species are expected due to differences
in the ionization rates and the particle velocities. In gen-
eral, neutral particles and singly charged ions (except for
hydrogen, see Sec. V E) are ionized within less than 1 mm
from the anode surface and they contribute little to the
ion beam. The doubly and the triply charged ions propa-
gate farther than the lower charge states due to their
negligible ionization.

E. Hydrogen ionization in the plasma

1. Hydrogen density in the plasma

We have shown in Sec. V 8 that, due to ionization, hy-
drogen injection into the anode plasma continuously in-
creases the plasma areal electron density. Using
r(H) =65 ns for 7 eV and a kinetic energy of 8 eV for hy-
drogen' we calculate the hydrogen density distribution
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n(H, x, t) as described in Sec. VD. Figure 14 shows
n(H, x) for t=35, 55, 75, and 95 ns. These density
profiles demonstrate the caution required in deducing
particle velocities from spatial line-intensity distributions.
The "expansion" of the hydrogen profiles depends both
on the hydrogen velocity and ionization time. For t 75
ns the hydrogen flux close to the anode surface is relative-
ly large, thus about offsetting the hydrogen losses due to
ionization. The density profiles, therefore, are seen to ex-
pand at a velocity approximately greater than 1 cm/ps,
i.e., reasonably close to the average of the positive half of
the hydrogen velocity distribution parallel to the anode. '

However, for later times (t & 75 ns) and/or for larger dis-
tances from the anode surface (x ~ 0.5 mm) the hydrogen
flux is smaller, allowing the hydrogen ionization to al-
most prevent the expansion of the hydrogen cloud. This
is shown by the similarity of the density profiles for t=75
and 95 ns given in Fig. 14.

2. Proton flux in the plasma

The flow of the magnetized' ' anode plasma depends
on the plasma collisionality and pressure gradient. As
discussed in Refs. 14 and 15, it is possible that the anom-
alous plasma collisionality allows the plasma to flow at
the observed rate of approximately 1 cm/ps. The proton
flux in the plasma away from the anode surface is not
known. In this section we discuss only the proton flux in
the outer plasma region that results from the ionization

I
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FIG. 14. Axial hydrogen density distributions n (H, x, t) cal-
culated using the P source function with A(H)=2. 5X10'
particles/cm'ns obtained for T, =7 eV, see Table I. Distribu-
tions are given for four times as indicated in nanoseconds. The
absolute uncertainty is %50 fo.

of hydrogen there. For each position xp we calculate the
hydrogen ionization within a proton Larmor radius pp

(rz &0.7 mm) near xo, i.e., for (xo r) &x &—xo mm.
The proton flux through xo,F (xo, t), is estimated by as-

suming that half of the protons produced in this region
retain the hydrogen velocity until they reach xp. The
other half is assumed to turn in the magnetic field before
reaching xo. F~(xo, t) is then given by

tg(H, t') xo/(t t )
Fr Hxo t = exp

v (H)i/m 0 t t' — v(H) r(H)
r, (t t')—

exp
xone(H)

xp
, dt' .

t —t' (7)

In order to obtain an estimate of this proton flux in the
outer plasma region we calculate Fz(x, t), where x~ is
the farthest position for which the electron density was
measured [see Fig. 4(a)], although the electric-field-
excluding plasma perhaps extends beyond x . F (t) for
x =1.5 mm and for T, =5 and 7 eV is shown in Fig.
15(a).

The hydrogen continuous supply causes the proton ffux
at x =1.5 mm to rise in time. At the end of the pulse
(t =95 ns} it becomes = 10 cm s ' which is about
20% of the total current density drawn from the plasma
at that time (80-100 A/cm ). It is approximately greater
than 50% of the proton current density since at this time
the proton fraction in the ion beam was found to be about
30% [see below in Fig. 15(c)]. Thus, it is possible that the
proton fraction in the extracted ion beam is significantly
affected by hydrogen ionization in the outer plasma re-
gion rather than by the flow of the magnetized protons
from the vicinity of the anode surface.

Clearly, neutral particles other than hydrogen contrib-
ute must less ions than hydrogen in the outer plasma re-
gion due to their lower velocity, shorter ionization time,
and smaller flux into the plasma. For example, repeating
this calculation for CI gives a CII flux about 300 times
smaller than the proton flux.

W'e note that the hydrogen atoms in the plasma are ex-

I

pected to undergo charge-exchange collisions with the
protons. In our plasma the mean free path of hydrogen
for such collisions is slightly greater than 2 mm (Ref. 39)
(assuming that protons constitute half of the positive
charge in the plasma, see Table I), thus these collisions
were neglected in the present analysis. For higher plasma
densities these charge-exchange collisions may affect
more the proton flux, since the charge-exchange collision
rate would increase with the proton density.

3. Implication for the proton to Cttt ratio
in the ion beam

In this section we shall use the calculated C III density
profiles (see Sec VD) to obta.in the C ttt flux in the outer
plasma region. The C III flux at the point xp is obtained
by multiplying the integrands in the continuity equation
for C ttt by the velocity factor xo/(t —t'). F(C ttt, t) was
calculated for T, =5 and 7 eV using the corresponding
source amplitudes (see Table I) and ionization times.
F(Cttt, t} for xo=x =1.5 mm, obtained for T, =5 and 7

eV, is compared in Fig. 15(a) to the proton flux F~(t}.
The C III flux starts rising later than the proton flux be-
cause of the lower velocity of C III. However, due to the
continuous increase in the density of the nonionizing C III
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ions, their flux rises faster than that of the protons and it
becomes similar to the proton flux at the end of the pulse
(t =95 ns). This is seen more clearly in Fig. 15(b) where
the calculated ratio between the C III and the proton flux
is shown for xo=1.5 mm for T, =5 and 7 eV. The total
of C III and proton fluxes for x0=1.5 mm given in Fig.
15(a) at the end of the pulse is about half the ion current
density (~ 100 A/cm ) drawn from the plasma at this
time. Therefore, to within the uncertainties, the flux ra-
tios given in Fig. 15(b) are expected to cause the C III to
proton flux ratio in the ion beam to rise in time during
the pulse. The calculated ratio between the C III charge
flux and the total charge flux,

R =2eF(C III, t)/[2eF(C III, t)+eF~(t)],
for T, =5 and 7 eV is plotted in Fig. 15(c).

In Fig. 15(c) we also present the observed time-
dependent fraction of the heavier-than-proton ions in the
extracted ion beam. The latter is denoted by J&/J;,
where Jh is the heavy-ion current density and J,. is the to-
tal ion current density. It is obtained from charge-
collector measurements using negatively biased magneti-
cally insulated collectors covered and not covered by a
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FIG. 15. (a) The proton flux F~(xo, t) [see Eq. (7)] and the
C III flux F(C III,xo, t) as a function of time for x0=1.5 mm and
for T, = 5 and 7 eV as indicated. For each T, we used the corre-
sponding source amplitudes (see Table I) and the calculated ion-
ization times. The absolute uncertainty in F~ {xo, t) and
F(C III,xo, t) is +50%%uo. (b) Ratios of C III to proton fluxes for
T, =5 and 7 eV as indicated. The uncertainty for each T, is

+40%. (c) The fraction of the C III charge flux
8 =2F(Cut)/[2F(Cttt)+F ] for T, =5 and 7 eV as indicated
for xo=1.5 mm. The uncertainty is +30%%uo as shown by the
dashed error bars. Also shown is the measured ratio Jl, /J, of
the nonprotonic ion current to the total current obtained from
charge-collector measurements. The points are averages of two
collectors placed 1 cm below and above the ion beam center 4
cm behind the cathode. The difference between the collectors
and the shot-to-shot repeatability were within the indicated un-
certainty of +30%.

2-pm-thick polyethylene foil that lets through only pro-
tons above approximately 180 keV. The charge collec-
tors were mounted 4 cm behind the cathode to reduce ion
time-of-flight effects, thus allowing the time dependence
of Jz/J; to be obtained. In order to examine whether
most of the heavy ions in the beam are C III ions, we also
used collectors at a distance of 90 cm from the diode. We
obtained two clear ion signals, separated due to time-of-
flight effects, that corresponded to protons and C III. The
uncertainties allowed us to conclude that the ratio of the
C III to proton time-integrated signals in this measure-
ment was at least half the ratio obtained from the charge
collectors placed 4 cm behind the cathode [given in Fig.
15(c)], averaged over time. This is consistent with our
prediction, discussed in Sec. VD, that a significant frac-
tion of the nonprotonic ions in the beam is C III ions.
The separated C III and proton signals obtained from the
far collectors were a1so used to verify that the 2-pm-thick
foil stopped the C III ions while passing most of the pro-
tons.

We can now compare the calculated fraction R of the
C III charge flux in the outer plasma region to the C III
fraction in the ion beam (which is similar to J„/J;), as
shown in Fig. 15(c). The temporal rise of R is similar to
the rise of Jz/J; late in the pulse. However, Jz/J, is ob-
served to be larger early in the pulse. Early in the pulse
J„/J, is probably determined by the relative particle den-
sity distributions in the plasma after its formation (as
shown in Sec. VB, the total plasma areal density at t=25
ns is = 10' particles/cm which is sufficient to provide
about three times the ion current extracted over the en-
tire pulse). The similar rise of the calculated charge flux
R late in the pulse to that of the observed Jz /J; suggests
that the motion and ionization of particles injected from
the anode surface affect the relative extracted fluxes in
this period of time. It appears that the proton and the
C III fluxes (for protons due to hydrogen ionization and
for CIII due to the ballistic motion with the observed
Gaussian velocity distribution) may significantly affect
the relative particle densities in the ion-emitting region of
the plasma. As already mentioned, however, the particle
density distribution is also affected by the plasma flow
due to the plasma pressure gradient.

This analysis also shows the dependence of the relative
particle fluxes in the outer plasma region on the plasma
thickness. The thinner the plasma the larger the relative
heavy-ion fluxes in the outer region early in time. For
thicker plasmas the protons dominate at early times due
to the relatively fast hydrogen motion. However, at later
times the fraction of doubly charged ions in the ion flux
will become larger than for thinner plasmas due to the
axial decay of the hydrogen density as a result of its ion-
ization. The relative particle fluxes are also sensitive to
the plasma parameters. For example, for moderately
higher electron densities the C III ionization time is still
relatively long but the hydrogen ionization time becomes
significantly shorter. This will reduce the hydrogen den-
sity away from the anode surface with the C III density
remaining the same.

Johnson and coworkers, in their experiments with
applied-8-field ion diodes using surface-flashover anode
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plasmas, observed the ion beam to be composed of
~ 75% proton current for the first 20 ns of the pulse, but
with increasing amounts of highly ionized carbon species
later in time. This can be qualitatively explained by our
results [see Fig. 15(b)] which predict a continuous rise of
the CIII to proton flux ratio in the outer region of the
plasma.

As shown here the relative cruxes of various ions ex-
tracted from plasmas vary in time and depend on the rel-
ative particle densities, particle velocities, plasma elec-
tron density, plasma temperature, and plasma thickness.
This sensitivity is perhaps the reason for the diversity
(30-80%) in the proton fraction observed" ' in ion
beams extracted from diode configurations that are simi-
lar to each other, in which surface-flashover anode plas-
mas were used.

4. Hydrogen jhow into the diode acceleration gap

Hydrogen atoms that remain neutral as they traverse
the anode plasma are expected to stream into the diode
acceleration gap. Using the continuity equation for hy-
drogen, these atoms are estimated to fill the diode gap
during the pulse with a density of 10' -10' cm . Neu-
tral particles with such densities have no effect on the
diode operation since they negligibly collide with the ac-
celerated particles. In principle, they can cause the pro-
duction of fast neutral particles via charge exchange col-
lisions with the ions accelerated in the gap (the fast neu-
tral particles will have up to approximately 10 keV ener-

gy because of the energy dependence of the cross sec-
tion ). Such a process has been suggested by Prono and
coworkers for their reflex-ion diodes. However, in the
present experiment this effect is small due to the low
neutral-layer density. The fast neutral-particle flux is es-
timated (using a proton-hydrogen charge-exchange col-
lision cross section of 2 X 10 ' cm ) to be approximate-
ly 1% of the ion fiux, thus filling the diode with about 10

keV neutral particles by less than one-tenth of the ion
density (i.e., =10" cm ). In diodes in which the elec-
tron temperature is lower a larger fraction of neutral hy-
drogen will reach the outer plasma region. The resulting
larger neutral-particle density over the anode plasma may
result in a more significant production of fast neutral par-
ticles.

F. Electron energy losses in the plasma

Knowledge of the plasma composition allows us to es-
timate the electron energy losses in the plasma and to
compare them with our previously estimated' electron
heating. The main energy-loss mechanisms for the elec-
trons are ionization and excitation of the plasma particles
(free-free transitions are negligible for the present param-
eters').

The average total energy loss L;,„(k) per electron, due
to the ionization of a species k during the entire pulse
(where we take the end of the P source at t =to+76=96
ns as the end of the pulse), is calculated by

I„'o+76
L;,„(k)= f [E(k)+ ,'T,]-

e

X g S,(k, r)n, (k, t) dr,

where E(k), S (k, t), n~(k, t), and N, are the ionization
potential, the time dependent ionization rate from the
level j, the density of the level j, and the number of elec-
trons per square centimeter. Here, the ionization poten-
tial E(k) from the ground state is used since all free elec-
trons produced originate from the ground state. The en-
ergy —,

' T, required to give the newly released electron the
mean electron kinetic energy is also accounted for. For
N, we use 2.5X10' cm which is an average of ¹"~'(t)
over the pulse [see Fig. 11(b)]. The decrease in the elec-
tron temperature due to ionization, b, T,""(k)
=(—,

' )L;,„(k), is given in Table III for the major plasma

TABLE III. Electron cooling during the entire pulse (up to t=96 ns) calculated for T, =5 and 7 eV
using the corresponding source functions given in Table I for C I, C II, C III, and H particles. hT,""(k)
and b, T;"(k) are the values of the electron cooling due to ionizations and impact excitations obtained
from Eqs. (8) and (10), respectively. Also given are the values of the total cooling b T, for the two tern-

peratures. The uncertainties are mainly due to the uncertainty in the absolute particle areal densities.

Species

CI

Crr

C iver

H

T.
(eV)

Ionization
Cooling
g Tloh( I )

(eV)
(+50%)

0.10
0.26
0.27
0.86
0.01
0.01
2.4
2.7

Radiation
Cooling
AT, (k)

(eV)
(+50%)

& 0.01
(0.01

2.0
1.4
2.9
0.7
0.21
0.24

Total
Cooling

AT,
(eV)

(+50%)

0.10
0.26
2.3
2.3
2.9
0.70
2.6
2.9

Total 7.9
6.2
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components (CI, CII, C III,and H) for T, =5 and 7 eV.
The numbers for T, =9 eV are very similar to those for 7
eV. Hydrogen ionization dominates the electron cooling
due to the relatively high hydrogen density and ioniza-
tion rate.

The net energy losses due to excitations can be estimat-
ed from the total line emission that escapes from the plas-
ma. The total radiation losses L„(k) per cm for each
species k during the entire pulse are given by

to+ 76

L„(k)=I„J g n„(k, t) A„,E„( dt,
to

(9)
u, l

where n„(k, t), 2„&, and E„, are the population of the lev-

el u of the species k, the Einstein coefficient for the tran-
sition from the level u to the level l, and the energy of the
emitted photon. For the thick lines we used the ap-
propriate escape factors as discussed in Ref. 14, but the
mild optical thickness effects had little influence on the
estimate of L,(k). The total energy loss L,„(k) per elec-
tron during the pulse due to impact excitations of the
species k is obtained by

L,„(k)=L„(k)/N, . (10)

The corresponding decrease in the electron temperature
hT,'"(k)=(—', )L,„(k) is presented in Table III, showing

that the electron cooling due to impact excitations is
dominated by C II and C III excitations.

The total electron cooling is given in the last column in
Table III. When summed over all loss channels it
amounts to hT, =7 eV, and it is not sensitive to the elec-
tron temperature within our uncertainty range. It is sug-
gested in Ref. 14 that this electron cooling, together with
the smaller energy loss due to thermal convection to the
anode surface, about balances the Ohmic electron heating
dominated by the pressure-driven currents in the plasma.
We note that an additional term of the electron energy
loss results from the excitation of particles supplied at
their ground state to the final population distribution at
the end of the pulse. However, this contribution is much
smaller than L;,„(k) and L,„(k) since ionizations and ra-
diative decays are fast compared to the length of the
diode pulse. Also, in this discussion we ignored the flow
of electrons to and from the anode surface. This is
equivalent to assuming that the energy of electrons that
flow into and out of the plasma is on the average similar
to the electron thermal energy.

caution. For example, relying on partial LTE, Hinshel-
wood ' calculated the proton density from his measured
H line intensity in the cathode plasma in a pulsed elec-
tron diode. He obtained a proton density higher than the
observed one by about an order of magnitude. This
discrepancy might have resulted from a possible continu-
ous hydrogen supply to the cathode plasma in a manner
similar to that described here. In our case, accounting
for the continuous hydrogen source using the time-
dependent collisional radiative calculations, yields a den-
sity ratio between the hydrogen n=3 level and the pro-
tons that is about 1000 times larger than the ratio corre-
sponding to partial LTE. This large ratio, together with
the observed H intensity, gives a satisfactory prediction
of the proton density in the plasma (see Sec. V 8).

Using ion-mass spectrometry, Johnson and cowork-
ers" have found that the ion beam generated by their
magnetically insulated diode (powered by a 700-kV, 300-
kA, 100-ns pulse) contained about equal amounts of C tent

and C tv ions. They used a surface-flashover anode plas-
ma of density 4X 10' cm . We attempt to explain their
result by calculating the time-dependent ionization rates
of C I, C II, C III, and CIv for their plasma density. We
assume that T, =7 eV and that C t and carbon ions at the
ground state are continuously ejected from the anode sur-
face. Due to the relatively high electron density, C I and
C II ionize in a few nanoseconds, CIII ionize in tens of
nanoseconds, and the C Iv ionization is negligible on this
time scale. The ratio of C Iv to C III density rises in time
and reaches unity about 50 ns after the particle ejection.
Assuming a kinetic energy of 20 eV for C ttt (a velocity of
approximately 2 cm/ps, similar to our observed'~ value),
the outer region of the about 1-mm-thick anode plasma"
will contain mostly carbon ions that have resided in the
plasma for about 50 ns. Thus, the C Iv to C j:II density ra-
tio would be close to 1 in the outer plasma region in
agreement with the ratio found in the beam. Clearly, the
thicker the plasma (for the same plasma density and tem-
perature) the more will the C tv ions dominate the plasma
front.

The analysis given here and in Sec. V E shows that in-
vestigating the particle velocity distributions and the ion-
ization processes as a function of time and position in
pulsed plasma sources may help control the charge-state
distribution and the proton component in the plasma
front. This may be important for the design of plasma
sources for various plasma injection experiments.

G. Further comparison with previous studies
and possible use in plasma source design

The relation between the hydrogen n=3 level popula-
tion and the proton density should be emphasized. Due
to the continuous hydrogen source, partial local thermo-
dynamic equilibrium (LTE) for the hydrogen levels does
not exist even though the time required for the n = 3 level
to reach partial LTE with the proton state for an ionized
plasma, of the present density and temperature, is very
short, approximately 0.2 ns (see discussion by Griem' on
rapidly ionizing plasmas). Thus, inferring proton densi-
ties from hydrogen line intensities should be made with

VI. SUMMARY

Using absolute line intensities measured as a function
of time we determined the absolute time-dependent injec-
tion rates of various atoms and ions from the dielectric
anode surface into the anode plasma in a magnetically in-
sulated ion diode. For this determination, time-
dependent collisional-radiative calculations of the atomic
level populations, based on experimentally determined
electron temperature and density, were used.

Neutral particles, singly charged ions, and doubly
charged ions were found to continuously stream from the
surface into the plasma during the diode voltage pulse.
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The eSciency of ejection of particles like magnesium and
calcium that were admixed to the epoxy was at least an
order of magnitude smaller than that of hydrogen and
carbon. The processes that govern the material ejection
from the surface and the time dependence of the particle
fluxes are not known and no attempt was made by us to
investigate them. However, the data suggest that ioniza-
tion processes in the immediate vicinity of the anode sur-
face produce singly and doubly charged ions. The higher
the ionization rate of a certain species on the surface, the
larger the flux of the ionization product. These observa-
tions, together with measurements of the kinetic energies
of various ions in the plasma, allowed us to infer that the
higher the charge state of a particle produced on the sur-
face the larger its kinetic energy after ejection. Presum-
ably, this results from electric fields on the surface, con-
sistent with the observation' that the ions acquire their
kinetic energies in the immediate vicinity of the anode
surface. The rise of the total plasma areal density was
found to be determined by the continuous material ejec-
tion (mainly H, C I, C u, and C nt for the present plasma)
from the anode surface.

The ejection of neutral particles continued also after
the diode voltage pulse when the applied electric field was
low. However, the ejection of doubly charged ions was
found to drop sharply after the pulse, perhaps due to a
reduction in the ionization rates of the singly charged
ions on the surface at this period. This is consistent with
the finding that the ejection of singly charged ions (Mg II
and Catt) of elements of relatively fast ionizing neutral
particles continued. In contrast, the ejection of C II ions
decreased at late times, presumably due to the relatively
slow C I ionization on the anode surface.

Using the presently determined time-dependent parti-
cle fluxes, the particle velocity distributions (observed
from line Doppler broadening' ), and the particle ioniza-
tion times (determined from the observed electron tem-
perature, ' electron density, ' and time-dependent
collisional-radiative calculations) we calculated the densi-

ty distributions of neutral particles and ions as a function
of time and distance from the anode surface. The calcu-
lations predict that mainly doubly charged ions (mostly
C m ions for the present plasma) and protons dominate
the outer (ion-emitting) region of the plasma, consistent
with measurements on the extracted ion beam. Hydro-
gen ionization in the outer plasma region produces a pro-
ton flux about half the proton current density drawn
from the plasma. The proton flux due to the hydrogen
ionization can be important if the flow of magnetized
protons in the plasma is slow. The calculated rise in the
flux ratio between C III ions and protons in the outer plas-
ma region was found to be consistent with the rise of the
current-density ratio for these particles determined from
charge-collector measurements outside the diode. The
domination of the plasma outer region by doubly charged
ions and the rise of C III to proton flux ratio during the
pulse are consistent with charge-collector measurements
on the extracted ion beams reported in previous stud-

10, 11,13,38

The determination of the plasma composition allowed
us to obtain the electron energy losses due to inelastic
collisions, mainly with H, Cn, and CIII. These energy
losses dominate the electron cooling in the plasma and,
together with the estimated electron thermal convection
to the anode surface, about balance the Ohmic heating
caused by the pressure-driven current in the plasma. '

Using time-dependent calculations we showed (see
Secs. IV E and V G) that for this plasma in a pulsed
diode, and probably for plasmas in many pulsed power
systems, estimates of the density of the charge state z
from the populations of the density of high levels of the
charge state z —1 can be erroneous by 2-3 orders of mag-
nitude, even though the criterion' for the establishment
of partial local thermal equilibrium is well fulfilled. This
results from the continuous material flow into the plasma
observed here and from the transient nature of the ioniza-
tion processes.

The electron density and temperature together with the
material ejection from surfaces into the plasma determine
the plasma density profile and particle charge states. In
order to achieve better control of these processes further
quantitative observations with varying parameters must
be performed. For example, different surface conditions
and surface coatings, metal-dielectric structures, diode
currents, and voltages may be used. Ion-mass spec-
trometry of ion beams, as done by many authors, '0"'3
coupled with spectroscopic investigations of the anode
plasma, may provide further insight into the processes
that dominate ion extraction from plasmas under strong
electric and magnetic fields. Investigations of time-
dependent spatial density distributions of different ions
and charge states, similar to the ones presented here (see
results and discussion in Secs. V D, V E, and V 6), may
be helpful in the design of plasma sources for various ap-
plications. We believe that the presently developed diag-
nostic tools are suitable for investigation of plasmas in a
variety of important pulsed power systems.

Finally, such quantitative studies of the release and
ionization of particle species on surfaces can be used in
investigating the mechanisms involved in electrical
breakdown of dielectric surfaces. They may also be help-
ful in studying problems related to plasma wall interac-
tion.
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