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We studied temperature and Ko yield radial profiles of thin titanium foils as a result of femtosecond
high-power laser pulse irradiation at several 10'° W/cm? by high-resolution x-ray spectroscopy. Laser-
accelerated electrons heat the cold solid to bulk temperatures of up to ~50 eV. The plasma strongly
affects the shape of the emitted Ko doublet, which is surveyed by x-ray spectroscopy with both high
spectral (E/AE > 15,000) and 1D spatial (Ax < 13.5 um) resolutions. Temperature-dependent spectra
modeled by line-shape calculations are compared with Abel-inverted experimental spectra and provide
a radial temperature distribution. The radially resolved Ko yield shows a depletion of the Ko;-line at the

K ds: .. . . . .
Xi’::,or s position of the laser focus. The density gradients induced by prepulses are modeled by hydrodynamic
Spectroscopy simulations, and density-dependent line-shape models are applied. The x-ray yield as function of foil

thickness is explained by partial refluxing of a multi-keV electron distribution inside the foil, supported
by Monte-Carlo simulations. Finally, we derive parameters to optimize the peak brilliance of such a laser-
driven thin foil x-ray source.
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1. Introduction

The generation of strongly coupled plasmas gains increasing
interest for studying matter in states between cold condensed
materials and hot dense plasmas. This so-called warm dense matter
(WDM) [1] occurs as a transient state in novel experiments
generating high energy plasma in materials and will be of particular
importance for the success of inertial confinement fusion [2—4].
This investigation enables the perpetual improvement of key
applications including laser-driven sources of x-rays [5], e.g., to
serve as backlighters [6,7] or particle accelerators [8—10], providing
alternative radiation sources for both scientific and medical
applications.

A proper description of strongly coupled plasmas created by
relativistic laser—matter interaction poses several challenges. The
highly non-linear electron creation and acceleration process leads
to the presence of an electron distribution with energies ranging
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from keV up to several MeV [11]. Solid targets heated by collisions
with these electrons are far from being homogeneous, resulting
rather in an essentially non-equilibrium state with steep spatial
gradients [12]. Thus, it is of primary importance to achieve precise
knowledge of the physical properties, in particular the plasma
temperature, with high spatial resolution at solid-density [13].
When an ultrashort (t < 500 fs) laser pulse with intensities of
several 10'® W/cm? interacts with a solid metal foil, free electrons are
created in a depth equivalent to the skin depth (<100 nm) with
a Maxwellian-like temperature distribution [14]. Subsequently, they
are accelerated and pushed through the cold solid bulk material,
mainly by the ponderomotive forces [15]. Per 1] incident laser energy,
the average current I = eN/t carried by N electrons over the laser pulse
duration t amounts to several tens of MA [16]. During the interaction
time, the ions cannot follow the electrons because of inertia and very
strong electric fields arise due to this charge-separation. Hence, the
free bulk electrons form fast rising return currents. Although the fast
MeV electrons leave at the foil backside [17], the slower electrons
deposit their energy inside the foil. According to computational
models [18], magnetic fields of several 100 T may be induced [19].
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Experimental investigations of WDM have been performed, e.g.,
in shock wave experiments [20], by using intense particle beams
[21—23], optical lasers [12,13,24—26], and, most recently, by using
XUV free electron lasers [27,28]. Beyond, measurements of the
characteristic inner-shell Ko emission have proven to provide
powerful and reliable diagnostics for solid-density plasmas. Plasma
parameters strongly affect the structure of the emitted lines [29]. In
particular, the emergence of blue satellites due to creation of M-
shell holes is an indicator for the bulk electron temperature [30,31].
The x-ray emission occurs in an ultrashort burst, allowing deter-
mination of the plasma properties within the first picoseconds after
laser—matter interaction [5]. In laser-plasma experiments, K-shell
transitions occur because of vacancies created by electron impact.
The solid-density plasma is penetrable for the emitted x-rays,
which, therefore, yield unique information about the target inte-
rior. This is a big advantage compared to measurements of XUV or
visible radiation which cannot penetrate high density plasma.

In this study, we extend our former work [30] to observations of
the x-ray yield with spatial resolution finer than the laser focal spot.
Further, the influence of prepulses from the laser are modeled by
hydrodynamics simulations, and density-dependent line-shape
calculations are applied accordingly. Next, insight into the electron
population, responsible for the target heating and Ko emission, is
gained by comparing the conversion efficiency of the laser to the
absolute x-ray photons emitted from different foil thicknesses.
Monte-Carlo simulations lead to a model of partially refluxing
electrons. With respect to applications of laser-driven x-ray sour-
ces, we finally derive parameters to optimize the plasma source
emission.

2. Experimental setup and Abel deconvolution

The experiments [30] were performed at the LULI 100TW laser
facility [32] in Palaiseau, France. At a central fundamental wave-
length of 1 = 1057 nm the on-target energy was about 14 ], with
a pulse duration of 330 fs. The laser is focused by an off-axis
parabola to a focal spot of 8 um in diameter, yielding intensities
~5 x 10" W/cm?. Within the first nanosecond before the main
pulse, amplified spontaneous emission (ASE) and prepulses have
a contrast ratio of 10~8 with respect to the peak intensity. When the
laser pulse is frequency doubled (A = 529 nm), the intensity is
~2 x 10" W/cm? and the contrast is improved to 10~ '°. Impinging
at 11° to the surface normal (see Fig. 1), the laser is linearly polar-
ized, with the electric field being parallel to x at the fundamental
wavelength (w), and parallel to y when frequency doubled (2w).

X-ray
spectrometer

~ toroidally bent
GaAs crystal

Fig. 1. Schematic of the experimental setup. The energy dispersion axis x’ on the x-ray
film is perpendicular to the spatial resolution in y-direction [30].

Free standing titanium foils of 2—25 pm thickness as well as bulk
material were used as targets. A 5 um foil was covered by 250 nm of
copper to study the influence of the prepulse.

Time-integrated single-pulse spectra of the Ka-doublet emis-
sion (~4.5 keV) are detected using a toroidally bent crystal x-ray
spectrometer [33]. It employed a GaAs crystal, toroidally bent to
radii of 450 mm in the meridional direction (i.e. the dispersion
plane) and 305.9 mm in the sagittal direction. The crystal was
placed 245 mm from the plasma source and centered at
Ephoton = 4508 eV (Bragg angle ® = 76.66°). An x-ray film was
placed on the Rowland circle 435 mm from the crystal, as illustrated
in Fig. 1. In this configuration, the spectral resolution was deter-
mined as E/AE > 15,000, mainly limited by the measured rocking
curve and independent of the plasma size due to the use of the
Johann scheme [34]. The spatial resolution in the sagittal direction
is about 4 pm [35]. The efficiency of this spectrometer is Nget/
Ng = 2 x 107> [33]. All spectra were recorded using absolutely
calibrated x-ray film. Applying the known crystal efficiency, we are
able to infer absolute photon numbers. The bent crystal spec-
trometer yields 1D resolved spectra of the plasma emission, as
shown in Fig. 2. To obtain an optimal signal-to-noise ratio (SNR) for
the spectral analysis, the films were scanned with steps of 13.5 pm
along the spatially resolved axis with respect to the plasma
dimensions. For the x-ray yield analysis, the data were binned
spectrally, allowing for data extraction at very fine steps of 2.8 um
with respect to the plasma dimensions.

For the results in Fig. 2, a 5 x 10'° W/cm? intense laser pulse at
hits a 10 pm thin Ti foil. The regions far from the laser focus
(y > 100 pm) still emit Ko photons, and their shape shows the
typical doublet structure of undisturbed titanium spectra. Closer to
the laser focus, we observe the same profile and emissivity for all
y < 27 um. These profiles show a significant blue wing and a rather
smooth shape without additional lines. In the intermediate regions,
a dramatic change of the profiles is observed with every further
step of 13.5 um. Note that we observe no shifted positions of the
Ka; and Ko, components.

The measured spectrum as a function of the coordinates x’ and y
(as shown in Fig. 1) is the local emissivity integrated along both the
x- and z-axes, as indicated by the blue slice in Fig. 1. As the authors
have already shown [30], for the thin foils, the foil thickness d is
comparable or smaller than the effective absorption length, and the
attenuation is rather minor. Besides, spectra obtained from bulk
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Fig. 2. Single-pulse x-ray spectra of the laser-irradiated 10 pum thick Ti foil at laser
intensity I = 5 x 10" W/cm? and A = 1057 nm, shown from different lateral target
positions y.
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targets represent mostly the radiation from the frontside 20 um-
thick layer.

In order to obtain radially resolved spectra and x-ray yields, Abel
inversion is applied. We assume axial symmetry, with the axis
perpendicular to the target surface, which is the dominant direc-
tion of the electron acceleration process [36]. The spectrum thusly
inferred, however, is averaged over d.

The data sets were iteratively Abel-inverted, based on geometry
calculations of concentric emission areas Al with a radial index i and
a segment index j, as shown in Fig. 3. At a sufficiently large radius,
we observe no plasma emission within the spectral range of the
x-ray spectrometer. Here, the initial spectrum S(0) is defined,
normalized to an emitting unit area, and called R(0).

Next, the spectrum from a lateral strip closer to the center S(1) is
treated as a sum of the radial contributions at this position, called R
(1), and R(0). The weighting ratio is calculated by the contributing
geometrical areas A]’ The recapitulatory iteration formula is given
by:

) LAl
Ri) = > - T ko) M
0

Cautious Fourier filtering was applied to the spectroscopic data
where the noise level significantly exceeded the Ka-signal to avoid
accumulation of noise, which can make a reasonable reconstruction
impossible.

Fig. 4 shows five selected radially resolved Ti-Ka spectra
obtained by the Abel transformation of the data presented in Fig. 2.
At radii >100 pm we observe a narrow doublet structure (at about
4504 eV and 4511 eV, respectively), similar to those obtained from
an x-ray tube. Close to the emission center, a blue wing emerges on
both lines. For radii <30 pm, the fine structure is completely
smeared out, resulting in a broad line profile with a maximum at
=4515 eV, an FWHM of about 20 eV, and an integrated emission an
order of magnitude stronger than that at r = 150 pm.

3. Radial profiles

In order to analyze the radially resolved spectra with respect to
the plasma properties, we calculate titanium Ko spectra over a wide
range of plasma parameters, i.e. bulk temperatures of T, =4—-100eV
and free electron densities of n, = 10°2—10%4 cm~3. We apply a per-
turbative approach: In a first step, the isolated ionic emitters are
described via self-consistent Roothaan—Hartree—Fock-equations. In
a second step, an additional potential due to the plasma environ-
ment is determined. We solve the Poisson equation within
a Wigner—Seitz sphere around the considered ion, taking into
account contributions of the nucleus as well as surrounding bound
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/(97, 4)/98 3/ /00 NQQ 2\(98 3\ 97, 4\
13 5um

Fig. 3. lllustration of the discrete Abel inversion applied to the measured spectra. The
plasma emission is assumed to be cylindrically symmetric and divided into segments
with radius index i and segment index j. The emission from a lateral strip is then
converted into the emission from a certain radius.
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Fig. 4. Comparison of selected Abel-inverted experimental spectra (solid lines) from
irradiation of a 10 um Ti foil, and modeled spectra at the best-fit temperature for each
radius (dashed lines).

and free electrons [37]. This ion sphere model is solved fully self-
consistently with respect to the free electron density. By means of
first order perturbation theory, we calculate shifted emission and
ionization energies necessary to explain modified spectral line
positions and emitter populations, respectively [38].

In order to build up synthetic spectral line profiles, we have to
determine the abundance of different ion species. Assuming local
thermal equilibrium, we calculate the plasma composition by a set
of Saha equations coupled via the free electron density n. and the
target density. Continuum lowering and the Mott effect are taken
into account using the ionic partition functions in Planck—Larkin
renormalization [39]. Moreover, the electronic partition function
contains quantum statistical corrections to electron—electron and
electron—ion interactions, respectively, accounting also for
continuum lowering [40].

The calculations involve 12 ionization stages starting from Ti**
which is the ground state of the ions in the cold titanium foil. For
each ionization stage, the ionic partition function contains the
ground state as well as three excited states, unless they have
merged into the continuum. To achieve physically justified
temperature estimates, excited emitter contributions are crucial
[38,41]. For example, at T, = 20 eV about 20% of the Ti ions occupy
excited states, emitting blue-shifted spectral lines.

In order to obtain spectral line profiles, every shifted emission
energy is assigned a Lorentzian profile with a height due to the
relative abundance of the emitter state. The Lorentzian width is
treated as semi-empirical parameter, taking the cold Kay-width of
2.1 eV [42]. Finally, the spectra are convoluted with a 0.3 eV wide
Gaussian profile to account for the rather small measured instru-
mental broadening [35]. Radially resolved temperatures are
determined by using these theoretical spectra to fit the deconvo-
luted data.

The best-fit temperature value at each radius was inferred from
the Pearson product—moment correlation coefficient closest to one,
which was calculated within a spectral range of &5 eV around the
maximum intensity peak. As seen in Fig. 4, a good agreement was
achieved for the central peak at all radii. For higher temperatures,
significant contributions of higher ionization stages and excited
state satellites affect the line-shape, resulting in the blue shift and
broadening of the Ka spectrum. Due to large plasma gradients at
smaller radii, assuming only one temperature leads to a mis-fit for
the red spectral wing. A possible reason is the presence of colder
plasma in deeper layers.

Applying the fitting procedure for every data set, T, is inferred
with a 13.5 pm resolution. At radii >150 um we observe the line-
shape of cold titanium. Since the correlation coefficient is sensitive
to the slope but not to the intensity of the measured spectra, large
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noise in the outer target regions can lead to unphysically high
temperature estimates at large radii. Moreover, theoretical line-
shapes do not change significantly below T, = 8 eV. Thus, we only
plot results for the heated target area and cut off the radial profiles,
when temperatures drop below 8 eV or start to rise again. The
radial temperature profiles for both lower laser contrast () and
high laser contrast (2w) are presented in Fig. 5. The maximum
temperature is consistently above 35 eV. At w, this temperature
extends over 10 um within the bulk, which is about the diameter of
the laser focal spot. The heated target radius is increasing for
thinner foils up to 80 um for the 5 pm and 10 pm foils, which is an
order of magnitude larger than the laser focus.

For the 2w exposures, we find the same systematic dependence:
both the maximum temperature and the heated area radius rise
when the foil thickness decreases. However, the moderately heated
(>10 eV) target area is less dependent on foil thickness than for the
w exposures and comparable in size to the bulk target.

The enormous advantage of radially resolved spectra is illus-
trated by Fig. 6. The spectrum obtained by a non-imaging spec-
trometer is shown in inset (a), and shows a line-shape of Ti plasma
at approximately 8—12 eV temperature when compared to the line-
shape calculations discussed above. Inset (b) repeats selected
spectra from Fig. 2, which are laterally resolved due to the one-
dimensional imaging capability of toroidally bent crystals. Finally,
inset (c) shows the radially resolved spectra obtained by Abel
inversion of the data from (b). Evidently the line-shape changes
much more fundamentally than one would expect from the lateral
measurements.

The total radially resolved Ko x-ray yield can be determined by
integrating over photon energy in the laterally resolved spectra and
applying Abel inversion. We investigated the Ko yield from the full
spectral range of the spectrometer, 4490—4530 eV, see Fig. 7. For
comparison, a narrow window of A2/ = 103, placed around the
Koy-peak at E = 4510.9 eV, is analyzed. The overall Ko. emission
shows an increase towards the irradiation center for all investi-
gated foil thicknesses. However, the emission from the Ko;-peak
does not exceed a certain threshold of 2.6 x 10® photons/sr/um?. In
case of the exposures at w, we actually observe a decrease of this
emission at radii <20 pm, i.e. close to the laser focus, because
ionization has reduced the number of cold Ko emitters significantly.

4. Hydrodynamic motion

The 2w data from Figs. 5 and 7 show that both temperature and
x-ray yield are confined to an area of <60 um radius, rather
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Fig. 5. Radial temperature distributions for various foils thickness, irradiated with both
o and 2w laser pulses.
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Fig. 6. Comparison of spectra obtained by (a) a spatially unresolved measurement, (b)
the lateral one-dimensional resolution of the toroidally bent crystal spectrometer used
in this paper, and (c) the radially resolved spectra obtain by Abel inversion.

independent of foil thickness. This is obviously not the case for the
w exposures. We consider several reasons for this observation: The
differences are most likely related to the significantly suppressed
laser—preplasma interaction due to the higher contrast ratio at 2w.
Hydrodynamics simulations for a typical w exposure [43] show that
as aresult of the prepulse, the surface of the critical electron density
Neic = 1021 cm~3 has moved =10 pm in front of the original metal
foil surface. This results in a longer plasma scale length and more
involved laser absorption mechanisms. Further, both intensity I and
laser wavelength 1 are reduced by about 50%, and the generated
electrons will therefore be less energetic, since their effective
temperature scales like IA?> [50,51]. As a likely consequence, their

—25pum
5pum

(a) all photons
in the range
4490eV-4530eV

(b) A=10"
centered at
the Ku, peak

absolute Ko Yield [ Photons per sr x um? ]

Radius [um]

Fig. 7. Radially resolved Ka yield (Ax = 2.8 um) for irradiation using fundamental
wavelength (left) and frequency doubled laser pulses (right). The energy on target was
(13 £ 1)] and (8 + 1)], respectively. Both the yield in the full spectral range of the
spectrometer (top), as well as a small spectral window centered at the Ko;-peak
(bottom), are analyzed.
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mean free path in the target foil is much shorter, filamentation and
angular spread are reduced, and both E- and B-fields are less
intense at 2w irradiation.

A general increase of the plasma temperature for thinner foils
was reported [31]. Therefore, we also irradiated a 2 um thin pure
titanium foil with the fundamental laser frequency. However, we
did not observe a further increase in temperature compared to the
5 um-foil. The prepulse at w generates an energy density of ~1 kJ/
cm? at the focal spot within half a nanosecond. Hydrodynamics
simulations using the one-dimensional HELIOS code [44] have been
performed for the actual laser conditions. Fig. 8 shows the initial
density profile and the results at timesteps of 0.1 ns. The first um of
the foil volume is ablated and expands into the vacuum, while the
density in the remaining foil volume increases temporarily by
<1.5 x ng due to a shock wave. When the main pulse arrives, after
0.5 ns, the surface of the foil has an involved density gradient.

In order to analyze the influence of the density gradient we
calculate theoretical spectra as described above for a fixed temper-
ature varying the target density according to the simulated density
gradient. The foil profile 0.5 ns after irradiation was split into 10
slices. The average density of each slice was determined and the
corresponding spectrum calculated. Assuming that the radiator
density scales proportionally with the target density, the spectra
were summed up weighted with the slice density and normalized to
the intensity. Comparing the resulting spectrum with a spectrum
calculated at the same temperature at standard solid target density,
only minor changes of the line-shape were observed. The line
profiles deviated about 4% for every considered temperature. Obvi-
ously, the shock-compressed area is too narrow and the preplasma
density too small to significantly contribute to the spectral profile.
Here we use typical temperatures at the plasma center for different
foils, i.e. 24 eV, 33 eV, 40 eV, and 46 eV, respectively. From the
simulations we further find that the density gradient affects mainly
the first 2 um of the foil depth and plays no role for thicker foils.

We may recall from the description of the experimental setup in
Section 2 that the thinnest considered foil with 5 pm thickness was
covered by 250 nm of copper. Since the fraction of hot preplasma,
compared to the warm dense bulk material, is increasing with
thinner foils, we wanted to suppress Ko emission from the pre-
plasma. By confining the preplasma mainly to the copper layer, it
does not contribute to the titanium Ko X-rays we measure from the
frontside. Note that the copper layer may lead to a slightly
decreased titanium Ko yield in the regions far from the laser spot,
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Fig. 8. Hydrodynamics simulation of the laser prepulse hitting a 2 pm Ti foil using the
1D HELIOS code. The prepulse is assumed as a linear ramp, reaching 2.5 x 10'> W/cm?
after 0.5 ns. At this time, the main pulse arrives and interacts with both a lower-density
preplasma and ~1.5x compressed residual foil.

where the copper is not ablated during the emission in the first
picoseconds.

5. X-ray yield and electron distribution

The conversion efficiency of optical laser energy into x-ray
photons within a narrow bandwidth AE is a characteristic value
relevant for time-resolved x-ray diffraction, backlighting applica-
tions such as shadowgraphy, or x-ray Thomson scattering [45]. For
laser-driven x-ray sources with fs-pulse length, the absolute
number of Ko photons per laser energy (1/]) emitted in a 4w-sphere,
or alternatively the conversion efficiency of laser energy to energy
of Ko, photons is determined to compare with other experiments.

For the global Ka yield, all photons from a single exposure are
integrated over the spectral range. Fig. 9 shows seven individually
measured yields: the data for three different foil thicknesses as well
as bulk were analyzed for w and 2w laser frequency irradiation. For
the w exposures, we find a nearly constant yield for the 10 and
25 pm-foils. The yield decreases by a factor of 2.5 for bulk and the
5 pum-foil. This complex dependence on the foil thickness is
remarkable, because a more systematic behavior would have been
expected. The exposures at 2w show a similar but less pronounced
dependence on foil thickness.

In order to predict the tendency of the measured x-ray yield, we
first assume that a fraction of the laser energy is converted into
a relativistic electron distribution. Its temperature Ty is deter-
mined by the laser intensity and wavelength. Secondly, we employ
Monte-Carlo (MC) simulations [5] to calculate the conversion effi-
ciency nex from electrons into K-shell vacancies, which in turn
recombine by emitting Ko photons.

So far, our results contain three-dimensional information on the
characteristic x-ray emission of the generated plasma, but we have
no measured information on the distribution of electrons, neither
in space nor energy. Nevertheless, we can draw conclusions from
the x-ray emission by applying the relativistic cross-section o for
titanium K-shell ionization [46] due to collisions with fast electrons.
This cross-section reaches a maximum at electron energies of
15 keV, and has an approximately 60% lower but nearly constant
value for E > 100 keV. In this model, no effects from strong E- and B-
fields are accounted for, nor are filamentation and other three-
dimensional effects taken into account. Therefore, we restrict
ourselves to a one-dimensional MC calculation to predict the
integrated global Ka yield.
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Fig. 9. The Ka yield (E = 4490—4530 eV) per incident laser energy as a function of
target thickness. The right ordinate shows the ratio of x-ray energy to laser energy. The
squares represent our measurements, while the solid lines are theoretical values
deduced from Fig. 10. To match our experimental results, a conversion of laser energy
into electrons of 50% was assumed for w, and 10% for 2w, respectively.
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A fraction of fast electrons with kinetic energies E > 500 keV
escapes the target and can be detected [11]. This charge-separation
is the source of strong electric fields up to MV/um [47] at the foil
boundaries. In contrast, the mean free path of fast electrons with
E < 100 keV is of the order of tens of micrometers, but they are most
probably confined to the target foil by the strong electric field and
deposit their kinetic energy inside the foil by traversing it several
times (‘refluxing’). Thus, electrons with energies up to a few
hundred keV are the dominant source of K-hole creation.

The properties of K-shell emission as discussed within this
paper are sensitive to the low-energy part of the electron distri-
bution: while electrons with E > 5 keV are capable of K-shell
ionization, excitation and ionization of weakly bound electrons is
dominated by slower electrons. These affect the Ko line-shape by
blue shifting, as observed in the presented data, and serve as bulk
electron temperature indicator. This picture is further complicated
by effects like secondary electrons, radiation heating and
electron—electron interaction.

As initial electron distribution, a relativistically-correct Max-
well—Jiittner function is assumed. If these electrons traverse the foil
only once, i.e. refluxing is neglected, thicker foils will emit more
photons, only limited by reabsorption, as shown in the dashed
curve in Fig. 10. This is in clear contrast to our observations (Fig. 9).
Other models [48] account for total refluxing, i.e. all electrons are
confined to the target foil. These models predict a constant yield
independent of foil thickness. So, they cannot reproduce our
observed dependence on foil thickness.

Thus, we extended the MC model to account for partial reflux-
ing: electrons with an energy E > E.;; are assumed to escape the
target space-charge, while slower electrons are reflected inside the
foil boundaries. The solid curves in Fig. 10 show that if
Eqir = 100 keV is assumed, the overall efficiency is increased. For
the 5—10 pum foils, it reaches a maximum of 7, = 1.3% at
Thot = 50 keV, while it is only around 0.4% at Tpo: > 1 MeV. For
thicker foils, the effect of refluxing electrons is less pronounced,
and it is negligible for bulk material. Qualitative agreement with
our measurements (Fig. 9) regarding the target thickness depen-
dence at w is achieved at electron temperatures around 100 keV. Let
us therefore assume an electron distribution with Tps = 100 keV for
all exposures at w laser frequency.

For the high-contrast exposures at 2w, it was shown [18] that the
number of hot electrons injected into the solid is smaller for two
reasons: (1) pre-ionization is suppressed and therefore the laser
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Fig. 10. The theoretical conversion efficiency of an electron distribution with Tp, into
Ko photons for different Ti foil thicknesses. The solid lines account for refluxing of
electrons with E < 100 keV, compared to the dashed lines without refluxing. The
marked areas indicate the electron temperature estimate for the w and 2w exposures,
respectively.

pulse interacts with a steep density gradient [49], and (2) the
temperature of the electron distribution scales with
Thot ~ (12%)%3705[50,51]. Here, I is the laser intensity which is about
50% lower for the frequency doubled laser beam compared to the
fundamental one, and A is its wavelength. Thus, we get
T24 = (0.35 — 0.5)T}%. These mechanisms are counterbalanced by
the fact that more laser energy can be brought into the target,
because the critical density is higher for shorter wavelengths, and
preplasma formation is strongly suppressed [43].

From these scaling laws, the hot electron temperature for 2w is
then assumed to be of the order of 35 keV. An upper limit for the
number of electrons is inferred by assuming that 100% of the
incident laser energy is converted into electrons, independent of
target thickness. Then we apply the conversion efficiency from
Fig. 10 and gain a prediction for the Ko yield. In order to match this
result with the experimental data as shown in Fig. 9, we have to
decrease the conversion of laser energy into hot electrons to 50%
and 10% for w and 2w, respectively. Within typical error bars, these
numbers agree well with previously published values [48,52,53].

At the fundamental wavelength, the large amount of free elec-
trons in the preplasma result in an increased luminosity, compared
to the exposures at 2w, and are probably also the reason for the
larger emission area shown in Fig. 5. The production of K-shell
vacancies strongly depends on electrons at only several tens of keV
within the first picosecond after irradiation. Thus, our electron
temperatures are valid for the distribution of such keV electrons
inside the target volume.

Note that in our experiments, at intensities of several 10'° W/
cm?, the peak of the hot electron distribution does not overlap with
the peak of the K-shell ionization cross-section [5,54]. Therefore,
the intensity is about two orders of magnitude too high for optimal
Ko production in titanium.

6. Brilliance limitations

Laser-driven x-ray sources are suitable to probe the dynamics of
solid-density plasma [55]. Prominent examples are time-resolved
x-ray diffraction or x-ray Thomson scattering. Maximum yield and
short duration of the x-ray emission are crucial in both cases.
Additionally, the latter case requires a narrow bandwidth of AE/
E = 0.01 for non-collective scattering [56] and AE/E = 0.002 for
collective scattering [57], respectively. Straightforwardly, from our
findings, the plasma emits the narrow line-shape suitable for
collective scattering only if its temperature does not significantly
exceed 20 eV. Beyond this temperature, the spectral emission is
broadened and blue-shifted, which would also limit the application
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Fig. 11. Peak brilliance (squares) and estimated x-ray pulse duration (circles) as
a function of foil thickness for irradiation at the laser fundamental frequency. A foil
thickness of 5—10 pm fulfills both high brilliance and sub-picosecond pulse duration.
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in x-ray optics such as monochromatic imaging [33]. As discussed
regarding the radially resolved yield in Fig. 7, the concentration of
cold Ko emitters may be significantly reduced in case of highest
irradiation intensities. The use of thicker foils on the other hand
results in a longer x-ray pulse duration [5].

Gathering our results and applying the x-ray pulse duration
inferred from our Monte-Carlo simulations, we plot the peak bril-
liance in Fig. 11 as a function of foil thickness. Note that the pulse
duration is prolonged by 20 fs to 40 fs due to the refluxing electrons.
Asillustrated in Fig. 8, the laser ASE prepulse evaporates ~50% of the
2 um-foil, which results in a decreased emitted photon number. A
foil thickness of 5—10 um fulfills both high brilliance and sub-pico-
second pulse duration, while the bulk target emits a ~ 1.5 ps pulse.

7. Final conclusions and outlook

We employ high-resolution x-ray spectroscopy with toroidally
bent crystals, and derive radially resolved, single-pulse, absolutely
calibrated Ko spectra emitted by thin Ti foils irradiated by relativ-
istic laser intensities. The temperature of solid-density plasmas is
inferred with a radial resolution of 13.5 um in a single exposure.

We observe a heated central spot with a radius between 25 and
80 um depending on laser parameters and target thickness. It is
surrounded by a steep temperature gradient. The line-shape at the
emission center changes drastically. Compared to the cold Ka
doublet at large radii, we observe a single broad line with an FWHM
of 20 eV. Further the central photon energy is blue-shifted to
4514 eV. The radiation is emitted by solid-density plasma with
temperatures up to 50 eV.

We also measured the Ka. yield as a function of target thickness
d and observe a maximum yield for foil thicknesses of 10—25 um.
These results are explained by means of the electron refluxing
model. Hence we derive parameters to optimize the brilliance of
such x-ray sources. This study extends the development of plasma
diagnostics for shock wave physics, applied material studies,
planetary physics, inertial confinement fusion, and other forms of
high energy density matter generation.

Further research in this field will concentrate on the plasma
temperature, studies as function of target thicknesses, time-
resolved measurements of the x-ray emission by means of streak-
cameras, and the contribution of refluxing electrons.
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